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Abstract—We propose a chance-constrained formulation for the
problem of dimensioning frequency restoration reserves on a power
transmission network. We cast our problem as a two-stage stochas-
tic mixed integer linear program, and propose a heuristic algorithm
for solving the problem. Our model accounts for the simultaneous
sizing of both upward and downward reserves, and uncertainty
driven by imbalances, contingencies and available transmission
capacity. Our core methodology is further adapted in order to min-
imize inter-zonal flows and in order to split reserve requirements
between automatic and manual frequency restoration reserves. We
apply our methodology to the problem of sizing reserves in the
four load frequency control areas of the Swedish power system.
We demonstrate the benefits of our method in terms of decreasing
reserve requirements in the absence of reserve sharing, we analyze
the spatial allocation of reserves, and we perform various sensitivity
analyses.

Index Terms—Chance constraints, multi-area reserve sizing,
probabilistic constraints, probabilistic dimensioning, reserve
deliverability, reserve requirements.

I. INTRODUCTION

A. Motivation

As european electricity markets are becoming increasingly
coupled, there is a thrust for the closer coordination of trans-
mission system operators (TSOs) in the procurement of reserve
capacity and the activation of real-time balancing energy. This
is reflected in numerous initiatives, including the launch of
pan-European platforms for balancing close to real time us-
ing frequency restoration reserves (the MARI and PICASSO
platforms), as well as the coordinated international trade of re-
serve capacity in the pan-European day-ahead electricity market
(articles 40–42 of the Electricity Balancing Guideline of the
European Union [1]).

The coordination of real-time dispatch of balancing energy
from frequency restoration reserves, which is the objective of
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these initiatives, is inevitably linked to the constraints of the
transmission network. This relates to both (i) the delivery of
energy from reserve resources in real time, as well as (ii) the
procurement of reserves in forward (e.g. day-ahead) reserve
markets in a way that anticipates congestion patterns in the power
transmission network, so that reserves are not only procured in
the appropriate quantities, but also at the appropriate locations.
The latter problem is referred to as reserve deliverability [2], [3],
and generalizes the problem of reserve sizing1 to a multi-area
setting. Our work is concerned with framing and tackling this
problem in the context of recent evolutions in the institutional
requirements of European electricity markets.

Recent European legislation2 dictates the fundamental cri-
terion for dimensioning reserves in article 157 of the System
Operation Guideline (SOGL) of the European Union [4]. This
criterion is system reliability, as indicated in paragraphs (h) and
(i) of article 157:

“all TSOs of a LFC block shall ensure that the positive [resp.
negative] reserve capacity on FRR or a combination of reserve
capacity on FRR and RR is sufficient to cover the positive [resp.
negative] LFC block imbalances3 for at least 99 % of the time”.

The probabilistic requirements dictated by the SOGL have
motivated considerable research on probabilistic dimensioning
methods [5]. The general idea of such methods is to collect his-
torical data of system imbalances, and set reserve requirements
to the quantile of the imbalance distribution that corresponds to
the target reliability of the system.

The basic methodology can be enhanced with various fea-
tures. (i) Contingencies4 can be incorporated, typically by as-
suming that they are independent of so-called normal imbal-
ances. One can then compute the convolution of the capacity
outage probability table of the system [6] with the distribution of
normal imbalances and size reserves by selecting the appropriate
quantile of this newly computed distribution. (ii) Reserves can

1We refer to reserve sizing interchangeably as reserve dimensioning, or
quantifying reserve requirements.

2More generally, Part IV of the System Operation Guideline on load frequency
control and reserves addresses the dimensioning of reserves: articles 153-156 fo-
cus on frequency containment reserve (FCR), articles 157-159 address frequency
restoration reserve (FRR), articles 160-162 are dedicated to replacement reserve
(RR), and articles 163-170 address reserve sharing within a synchronous area.

3The imbalance per LFC area used in this work is the open-loop area control
error (ACE).

4System imbalance is typically the result of contingencies and normal imbal-
ances. Contingencies refer to unplanned outages of power system components.
Instead, normal imbalances are related to continuous sources of uncertainty,
such as forecast errors.
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be dimensioned dynamically by adapting the uncertainty distri-
bution of the system to observable day-ahead conditions, such
as load forecasts, wind forecasts, demand forecasts, 15-minute
interval of the day (in order to capture ramps in unit schedules
on the change of the hour), and a number of other explanatory
factors which are referred to as imbalance drivers. One can then
use machine learning methods such as k-means [5], k-nearest-
neighbors [7] or artificial neural networks [8] in order to compute
the target quantile, which translates to the appropriate reserve
requirement for the following day, in a way that is adapted to the
observable day-ahead system conditions. This methodology has
been adopted by the Belgian transmission system operator [9],
and is operational in Belgium since February 2020.

Although the aforementioned methodologies adequately ad-
dress the probabilistic requirement for reserve dimensioning that
is dictated by SOGL in the absence of transmission network con-
straints, there are scant efforts [10] in extending these method-
ologies in the presence of transmission network constraints.
This creates a methodological gap in the existing literature,
especially in light of the fact that European legislation foresees
two principal means of reserve sharing between different oper-
ating areas, which are referred to respectively as exchange and
sharing of balancing capacity.5 Reserve exchange refers to the
practice whereby a system operator can procure its own reserve
needs from a neighboring control area through exclusive access
to the reserve in question. In reserve sharing, TSOs operating
neighboring control areas gain non-exclusive access to the same
reserves, counting on the fact that the two system operators will
not require the same resource simultaneously. This is a stronger
form of interaction than exchange, and it aims at correspondingly
higher reductions in reserve requirements. The concept that we
describe in this paper is rather akin to reserve sharing.

B. Nordic Context

In response to the aforementioned evolutions in EU leg-
islation [4] and given the intention of the Nordic countries
(Sweden, Norway, Finland and Denmark) to increase coordina-
tion in the commitment and deployment of frequency reserves
(fast frequency reserve, FCR and FRR), the Nordic system
operators6 put in place the Nordic System Operation Agreement
(SOA) [11], as well as more specific provisions for the manage-
ment of reserves in the synchronous area proposals [12], [13].
In relation to our analysis, we isolate the following principles
that are set out in these agreements: (i) Each TSO is responsible
for FRR dimensioning for its own control area in accordance
with the frequency restoration reserves (FRR) dimensioning
methodology specified in the SOA (i.e. a probabilistic criterion).
(ii) The dimensioning shall be applied on no less than one year
of historical data.

There are a number of implications from these requirements
for our analysis. (i) The first implication is that our analysis fo-
cuses on two types of FRR: automatic FRR (aFRR) and manual

5Balancing capacity is the European terminology for reserve, and the two
terms are used interchangeably in the present work.

6Sweden, Norway, Finland and Denmark are represented by Svenska kraftnät,
Statnett, Fingrid, and Energinet respectively. Note that the dimensioning and co-
ordination of reserves is the sole responsibility of transmission system operators
(TSOs), subject to the supervision of the competent regulatory authorities.

Fig. 1. The Nordic LFC block consists of four control areas (Sweden, Norway,
Denmark, and Finland) and eleven LFC areas. Our work is concerned with the
four Swedish LFC areas, SE1 - SE4.

FRR (mFRR). aFRR is akin to automatic generation control,
i.e. reserves that follow the dispatch signal of an automatic
controller which adjusts setpoints every few seconds. aFRR
is required to obey a full activation time of a few (e.g. five)
minutes. mFRR is akin to contingency reserves, and is required
to obey a full activation time of no more than 15 minutes, which
is the reference time step for real-time balancing operations in
Europe. Our target methodology aims at sizing each of these
reserve types, while accounting for their interactions, as ex-
plained further in Section III-C. (ii) The second implication is
that our methodology is required to exploit at least one year of
historical data that are relevant for the sizing of reserves, and that
normal imbalances, contingencies and transmission capacity
uncertainty should be accounted for by our methodology. As
indicated in Fig. 1, the Nordic load frequency control (LFC)
block contains eleven LFC areas (SE1-SE4, NO1-NO5, DK2,
FI), where LFC areas correspond also to bidding zones, and
four control areas (Sweden, Norway, Denmark, Finland), where
control areas correspond to each TSO area. Our analysis will
focus on reserve sharing within the Swedish control area, with
the goal being to share reserve between the four LFC areas
(SE1-SE4) of the Swedish control area. Note, nevertheless, that
the methodology that we set forth in this work can be extended
to the sizing of reserves throughout the entire Nordic LFC block,
as we discuss in Section V.

C. Multi-Area Reserve Dimensioning in the Literature and in
Practice

Although probabilistic constraints7 in the context of reserve
sizing and the presence of networks have been considered exten-
sively in the academic literature, our understanding of the state of
the art reveals a methodological gap in terms of formulating the
problem in a way that is aligned with the SOGL requirements.
We proceed to discuss in further detail some of the work that is
related to our context.

The decomposition method is a recursive method for esti-
mating reliability in systems with network constraints that is

7Note that, following [14], we use the terms probabilistic constraints and
chance constraints interchangeably.
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proposed in the classical reliability literature [15]. Although
the method can be applied for assessing reliability for systems
with given reserve capacities, scalability is a challenge, and it
is unclear how the method can be employed for endogenously
determining these reserve capacities.

The exchange and sharing of reserve capacity in the context
of SOGL is discussed explicitly by De Haan [16]. The analysis
is focused on the benefits of reserve sharing in Central Western
Europe. However, in order to quantify these benefits the authors
merge imbalances in different control areas, therefore one
can conclude that transmission constraints are ignored in the
analysis.

Regarding the aforementioned literature on deliverability,
early research in this direction [2] is out of scope, since it
focuses on scheduling units given zonal reserve requirements, or
focuses on intra-zonal congestions [17] whereas the focus of the
present paper is on inter-zonal congestions. In [18], the authors
aim at correcting zonal reserve requirements, however without
an explicit consideration of a probabilistic reliability criterion.
Similarly, in [3] the authors consider the endogenous multi-area
sizing of reserves, however without an explicit consideration
of a probabilistic reliability criterion. The motivation in [10] is
closest to our own work, in the sense of endogenously defining
reserve requirements with an explicit consideration of a proba-
bilistic reliability criterion and a consideration of transmission
network limits. The idea of the authors is to employ empirical
distributions of normal imbalances and contingencies in order to
infer the exposure of zones to power shortfalls and inter-zonal
lines to overloading. However, the authors employ a number
of approximations in their approach, and do not consider the
simultaneous interaction between the exchange of balancing
energy between zones and the flow that this specific exchange
implies on inter-zonal links.

Similarly to the case of the reserve deliverability literature,
there exists a strand of literature related to our work which
accounts for transmission network constraints while focusing
on the scheduling or re-dispatch of individual resources in the
system. Notable work that accounts simultaneously for chance
constraints and transmission includes [19] and [20], although
the methods are tied to specific distributions and treat aFRR
capacity differently than the present work. A similar unit-based
formulation is presented in [21], although the formulation is not
targeted at satisfying a chance constraint but rather a robust op-
eration criterion. Multi-area stochastic unit commitment meth-
ods [22] follow a similar structure: they consider the problem
of scheduling each unit in the system, without directly tackling
the question of endogenously determining the amount of reserve.
These models thus require an excessive amount of input data, and
introduce unnecessary computational complexity given the task
at hand. Moreover, stochastic unit commitment models overlook
the probabilistic reliability criterion of SOGL, and rather focus
on balancing the cost of operation against the cost of failing to
serve load.

The approach that we inspire ourselves from is the explicit
representation of probabilistic constraints using binary indica-
tor variables, as presented in [23]. Whereas the authors con-
sider an application related to probabilistically constrained unit
commitment, we present a formulation that applies to reserve

dimensioning, and that captures the spirit of the requirement in
SOGL.

It is further interesting to note that European system operators
do not provide clear paths for multi-area probabilistic dimen-
sioning. The French, Belgian, and German TSOs, for instance,
document advanced methodologies for dynamic dimension-
ing [9], as well as the splitting of FRR capacity between aFRR
and mFRR [24]. Nevertheless, it is not evident that there is a clear
path for generalizing these methods, which are fundamentally
based on the direct manipulation of density functions, to the case
of network constraints.

D. Contributions and Organization of the Paper

We summarize the contributions of our work as follows:
Modeling: We present a novel methodology for dimension-

ing reserves according to a probabilistic criterion that is com-
pliant with EU legislation while accounting for transmission
network constraints. The framework that we propose breaks
from the traditional approach that is advanced in EU practice
of manipulating probability density functions and computing
their quantiles, which is not adequate for FRR dimensioning
in a multi-area context, and is rather based on mathematical
programming. Our mixed integer programming formulation is
highly flexible and extensible: it can simultaneously consider
upward and downward reserve requirements, uncertainty in the
form of normal imbalances, contingencies, and uncertain trans-
mission capacities, and can be extended to consider additional
features such as minimum zonal reserve requirements or limits
on inter-temporal variations of reserve requirements.

Methodology: We propose a heuristic algorithm for resolv-
ing our chance-constrained model, which is computationally
tractable and exact in certain cases. We adapt our methodology
in order to size aFRR and mFRR capacity separately, while
accounting for their interactions. We further adapt our methodol-
ogy in order to allocate reserves in a way that limits unnecessary
use of the transmission network.

Application: The framework that we present is intended for
operational deployment, and results from a collaborative ef-
fort between Swedish TSO Svenska kraftnät and N-SIDE. We
demonstrate that our proposed model and solution approach
are capable of tackling one year of one-minute historical data
which corresponds to up to 70,272 scenarios. In accordance with
SOGL requirements, we use historical data from the Swedish
grid in order to propose locational reserve requirements for
each of the four Swedish areas. Our algorithm executes within
minutes, and can also be executed by open-source solvers within
acceptable run time. The resulting sizing decision can capture
76.1% (downward reserve) - 77.7% (upward reserve) of the
potential savings that could be achieved by reserve sharing in
the absence of transmission constraints.

In Section II we motivate the benefits of multi-area dimension-
ing through an illustrative example, and provide indications of
why the problem is challenging. We then formulate the problem
at hand as a chance-constrained optimization, which is expressed
as a two-stage stochastic mixed integer linear program. Sec-
tion III outlines our proposed heuristic for solving the resulting
stochastic program, a two-step procedure for sizing so as to



PAPAVASILIOU et al.: MULTI-AREA RESERVE DIMENSIONING USING CHANCE-CONSTRAINED OPTIMIZATION 3985

Fig. 2. A two-area system for motivating the problem of multi-area reserve
dimensioning.

minimize inter-area flows resulting from balancing actions, and
adaptations to the basic problem that are required for splitting
total reserve capacity between aFRR and mFRR. Section IV
presents an application of our approach to the problem of sizing
reserves for the Swedish power system. Section V summarizes
the contributions of the paper and presents areas of future
research.

II. PROBLEM FORMULATION

A. Motivating Example

In order to motivate the benefits of reserve sharing, the prob-
lem that we aim at solving, and how it is different from previous
work considered in the literature, consider the motivating exam-
ple of Fig. 2. We limit our attention to upward reserve, and use
the convention that negative imbalance corresponds to a shortage
of power.

Sizing in a single area: Let us first focus on area A, and
assume that this area experiences imbalances that obey a normal
distribution with a mean of μ = 0 MW and a standard deviation
of σ = 100 MW. Suppose that the reliability target defined by
the TSO isR = 99.9%. Then a probabilistic sizing methodology
would require reserves R to be such that P [−Imb ≤ r] = R,
which implies r = μ+ σ · Φ−1(R) = 309 MW. Here, Imb is
the imbalance of area A, r is the amount of reserve that the area
carries, and Φ−1 is the inverse cumulative distribution function
of the standard normal distribution.

Sizing in two areas: no reserve sharing (T = 0): Now con-
sider a neighboring area with an identical and independent
distribution of imbalances8. The two areas are assumed to be
interconnected with a link that has a capacity T , as indicated
in Fig. 2. It is already interesting to reflect on what a re-
liability target R implies for a two-area system. Concretely,
one might interpret this goal in two different ways: (i) each
area separately satisfies a reliability level R (i.e. a reliability
requirement per LFC area), or (ii) the two-area system satisfies
a reliability level R (i.e. a reliability requirement per control
area). We adopt the second interpretation, following the SOGL
requirement [4] and Nordic agreements [11]–[13]. Following the
second interpretation, we can compute the required reserve for
each area when the areas are fully isolated, i.e. when T = 0.
Given the symmetry of the system, we can assume that the

8Note that independence is only adopted as an assumption for the sake of the
illustrative example of Section II-A, and is not required for the generic model
that is presented in Section II-B or the solution methodology of Section III.

Fig. 3. Partition of the imbalance space to different regions, depending on
whether imbalances can be covered or not, and depending on whether the
transmission line of Fig. 2 is congested or not.

areas carry the same amount of reserve rA = rB = r, which
implies P [max(−ImbA,−ImbB) ≤ r] = R ⇒ P [−ImbA ≤
r]2 = R ⇒ r = Φ−1(

√
R) = 329.1MW per area (not 309 MW,

as would be the case for interpretation (i)). Thus, the total reserve
carried in the system is 658.2 MW. The first equality follows
from the independence of the imbalance distributions. Note that
the total reserve capacity is more than double the reserve of the
previous paragraph. This is in line with the methodology that is
presently applied by the French, German, and Belgian TSOs [24]
for their respective control areas.9

Sizing in two areas: copperplate (T = +∞): If the two
control areas can merge their imbalances, and assuming that
the link has unlimited capacity T = +∞, the overall system
imbalance would be distributed (due to independence) according
to N(2 · μ,√2 · σ). Thus, the reserve requirement for the joint
area is r = 2 · μ+

√
2 · σ · Φ−1(R) = 437 MW. Effectively, by

merging their imbalances, the two areas decrease their reserve
requirement dramatically. The source of the savings is that the
imbalances of each area can cancel each other out10, and in a
sense perform the same function as reserves. This is the intended
benefit of reserve sharing, however the methodology completely
overlooks the limited ability of the network to carry balancing
energy.

Sizing in two areas subject to a transmission constraint
(0 < T < +∞): We now consider what would happen if the
transmission line can only carry T MW in each direction.
Given a realization Imbz of imbalance in each area z, in
order for these imbalances to be covered the two areas need
to carry enough reserve so as to satisfy the following require-
ments: −ImbA ≤ pA − f,−ImbB ≤ pB + f, pA ≤ rA, pB ≤
rB ,−T ≤ f ≤ T . Here, rz is the amount of reserve in area z,
pz is the amount of balancing energy that is activated in area z,
and f is the flow from link A to link B.

Exploiting symmetry, we can limit our consideration to the
case where each area carries the same amount of reserve capac-
ity, rA = rB = r. The space of imbalances can be partitioned
into different regions, as indicated in Fig. 3. These can be
described as follows:

i) Region A (load is served): The line is not carrying reserve,
−ImbA ≤ r, −ImbB ≤ r, with probability Φμ,σ(r)

2.

9For these countries, the control area coincides with the LFC Block which
coincides with the LFC area.

10This is referred to as imbalance netting. In reference to the previous fotonote,
it is worth noting that the French, German and Belgian TSO ignore imbalance
netting at the dimensioning stage.
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ii) Region B (load is not served): The total imbalance ex-
ceeds available reserve, −ImbA − ImbB ≥ 2 · r, with
probability (1− Φμ,σ(r))

2.
iii) Regions C and D (load is served): Reserve is de-

livered from area B to area A (A to B respec-
tively). This consists of two components: r ≤ −ImbA ≤
r + T,−ImbB ≤ r − T , with probability 2 · Φμ,σ(r −
T ) · (Φμ,σ(r + T )− Φμ,σ(r)). And r ≤ −ImbA ≤ r +
T, r − T ≤ −ImbB ≤ 2 · r + ImbA, with probability
2 · ∫ r+T

x=r φμ,σ(x)
∫ 2·r−x

y=r−T φμ,σ(y)dydx.
iv) Region E and F (load is not served): Even though the sys-

tem has enough reserve to cope with the total imbalance,
the line cannot support its transfer. f

The probability of covering imbalances is then given by the
sum of the probabilities of regions A, C, and D. We can plot this
expression as a function of r, in order to find the smallest value
of r that meets the target 99.9%. For T = 80 MW, each area
should carry 252 MW, so the total reserve is 504 MW. Note that
the existence of the line achieves some of the benefits of reserve
sharing (the total reserve is less than 658.2 MW), but not all of
them (if the areas were fully integrated the reserve requirement
would drop down to 437 MW), because the line is occasionally
congested. These significant potential savings are confirmed for
the Swedish system in the case study of Section IV.

The example serves two purposes: It elucidates the problem
that we are interested in solving, and why existing probabilistic
methods that rely on distributions [9], [16], are hopeless for the
task: the number of regions that need to be considered grows
exponentially with the number of areas. Our analytical solution
relies on a parametric distribution, it requires symmetry in order
to reduce a two-dimensional problem to a one-dimensional
problem, and it does not consider contingencies or the random
availability of transmission capacity. Furthermore, it is unclear
how this approach would be generalized to consider both upward
and downward reserve. In the following section we overcome
all of these challenges by proposing a chance-constrained for-
mulation of the problem.

B. Chance-Constrained Formulation

We propose the following formulation for the sizing of re-
serves according to SOGL guidelines:

min
r+/−≥0,l+/−≥0,p,f,u+/−∈{0,1}

∑

z∈Z
r+z +

∑

z∈Z
r−z (1)

pzi + l+zi − l−zi +Δzi + Czi =
∑

k=(z,·)∈K
fki

−
∑

k=(·,z)∈K
fki, z ∈ Z, i ∈ I (2)

− r−z ≤ pzi ≤ r+z , z ∈ Z, i ∈ I (3)

l+zi ≤ max(−Δzi − Czi, 0) · u+
i , z ∈ Z, i ∈ I (4)

l−zi ≤ max(Δzi + Czi, 0) · u−
i , z ∈ Z, i ∈ I (5)

T−
ki ≤ fki ≤ T+

ki, k ∈ K, i ∈ I (6)
∑

i∈I
u+
i ≤ (1−R+) ·N,

∑

i∈I
u−
i ≤ (1−R−) ·N (7)

The notation employed in the model is described in the ap-
pendix. The model is expressed as a two-stage stochastic mixed
integer linear program. First-stage decisions r+/− correspond
to zonal reserve capacities. Uncertainty (described by a set of
scenarios I) is revealed in the form of continuous imbalances
Δ, contingencies C, and transmission network capacities T . In
the second stage, the program determines reserve activations
p, implied flows f , and whether or not imbalances are covered
u+/− ∈ {0, 1}. The objective expressed in (1) aims at minimiz-
ing the total upward and downward reserves. (2) corresponds to
area power balance. Note that we employ a transportation-based
model of the network11, although the extension to a linear
approximation of power flow is straightforward. Constraint (3)
limits activated balancing energy between the downward and
upward capacity of a given area. Conditions (4) and (5) introduce
slack variables l+/− which are non-zero if and only if imbalances
cannot be covered for a given realization. These slack variables
can only be non-zero when the binary indicator variables u+/−

are equal to 1 for a given scenario. Thus, if u
+/−
i = 1 for a

given scenario i, it implies that imbalances cannot be covered
in that scenario, for the given reserve sizing. Flow limits are
imposed in constraint (6). Constraints (7) impose reliability
limits for upward and downward reserves respectively. It is
exactly these constraints that impose the mathematical condition
that P [negative/positive imbalance unserved] ≤ 1−R+/−.

Intuitively, reserve sizing tends to be driven by samples in
which the system is very long or very short, and these tend
not to occur simultaneously. This suggests that it should be
possible to arrive to high-quality results by considering upward
and downward sizing independently. This would decrease the
number of binary variables in problem (1)-(7) by half, and thus
result in computational savings. It can formally be proven12

that, if
∑

z∈Z l+,�
zi ·∑z∈Z l−,�

zi = 0 for all i ∈ I in the optimal
solution of the problem, then problem (1)–(7) can indeed be
decomposed into a positive and a negative reserve dimensioning
problem. It is further interesting to note that, although the
condition of the above proposition is sufficient for guaranteeing
decomposability, it is not necessary. However, if one chooses to
decompose the reserve sizing problem, then it becomes unclear
what input should be used for the remaining ATC capacities in
the mFRR dimensioning problem of Fig. 5. For this reason, and
since our proposed heuristic is capable of rapidly solving the
problem even in large-scale instances, we retain the integrated
optimization problem of (1)–(7) in our case study in Section IV.

Note that the input samples of the model can correspond to
historical data or a simulator. Contingencies can be accounted for
in the model as long as (i) they are present in the input historical
data, or (ii) as long as they are sampled in a system simulator.

Setting the ATC capacities of (6) to T+
ki = T−

ki = 0 corre-
sponds to a pessimistic scenario of no coordination between
LFC areas and provides an upper bound to the optimal solution.
Setting the ATC capacities of (6) to T+

ki = −T−
ki = +∞ cor-

responds to an optimistic copper-plate scenario and provides a

11The transportation model is especially relevant in the context of the Swedish
network, which extends from north to south and thus obeys a radial topology,
see also Fig. 1.

12See section 1 of https://ap-rg.eu/wp-content/uploads/2021/11/
J34AdditionalResults.pdf.
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lower bound to the optimal solution. These quantities are com-
puted in the case study of Section IV as a means of quantifying
the potential benefit of our proposed model for the dimensioning
of reserve requirements in Sweden.

III. SOLUTION METHODOLOGY

A. Linear Relaxation Heuristic

The obvious drawback of the formulation of Section II-B is
that it is a large-scale mixed integer linear program. Moreover,
it is interesting to note that constraints (7) couple scenarios
directly. This should be contrasted to the L-shaped structure
that is encountered more often in stochastic programs, where
scenarios depend on each other only on account of their link
to first-stage decisions. This structure precludes the straightfor-
ward application of dual decomposition methods that rely on
the relaxation of non-anticipativity constraints and have proven
to be successful in the context of other large-scale two-stage
stochastic mixed integer linear programs [25], such as stochastic
unit commitment [22].

An interesting alternative that can be contemplated for the
application at hand is the scenario-based convex formulation of
Calafiore [26]. Indeed, the model of Section II-B can be cast in
the format of [26] by defining second-stage cost as the sum of the
slack variables l+/−, which is a function of first-stage decisions
and uncertainty realizations, and requiring this function to be
non-negative. However, although [26] provides a link between
the number of scenarios that can be used in the formulation
of the problem and the probability of satisfying the reliability
constraint, the approach fails to capture directly the tension
between the probabilistic constraint and the objective of the
problem.

The approach that we propose for solving the problem relies
on solving the linear relaxation of the original problem (i.e. the
MILP of Section II-B), and using the solution of this linear
relaxation as a means of recovering a reasonable feasible so-
lution. The idea is specifically to rank the binary variables of the
solution, and retain the ones whose value is closest to 1, as those
scenarios for which the system should accept a “failure” in the
sense of not being able to cover imbalances. We can then re-solve
the remaining problem of finding what is the minimal level of
reserve that can accommodate those scenarios for which we aim
at balancing the system. The heuristic can thus be summarized
as follows:

Step 1:Solve the linear relaxation of problem (1)–(7).
Step 1:Sort the variables u+,� and u−,� in decreasing order.
Define I+ as the set of scenarios corresponding to the �(1−
R+) ·N	 most highly ranked variables u+,�

i (analogously
for u−,�

i ).
Step 3:Re-solve the linear relaxation of problem (1)–(7) with
the additional constraints13 u+

i = 1, i ∈ I+, u−
i = 1, i ∈

I−,u+
i = 0, i ∈ (I+)c andu−

i = 0, i ∈ (I−)c. Ties between
scenarios at the cutoff can be broken arbitrarily.

Notice that the overall procedure amounts to solving two
linear programs, and is therefore highly scalable with respect to
the number of scenarios. On the other hand, our heuristic carries

13Given a set A, we denote its complement by Ac.

no guarantees regarding the quality of the furnished solution.14

At the very least, the solution is guaranteed to be feasible. In the
corner cases of zero and infinite inter-area capacity, the heuristic
can be shown to be exact15.

B. Minimizing Inter-Area Flows

Whereas large hydropower plants along with newly installed
wind capacity in Sweden are concentrated in the north (largely
SE1 and SE2, refer to Fig. 1), the main points of consumption
(cities, industry) are located in the south (largely SE3 and SE4),
and Sweden also tends to export energy to continental Europe.
Carrying power through long distances results in the TSO be-
ing a major consumer of electricity, with losses representing
approximately 7.5% of national consumption in recent years.
Moreover, freeing up space on the largest corridors places the
grid in a more favorable state during large disturbances, which
to some extent explains the location of nuclear units in SE3.
This motivates a criterion of sizing in a way that the exchange
of balancing energy does not congest transmission lines.

One can approach this secondary goal by introducing an
additional term in the objective function of (1) which penalizes
inter-zonal flows resulting from the exchange of balancing en-
ergy. The drawback of such an approach is that it deteriorates the
principal goal of keeping the procured reserve capacity as low as
possible. Alternatively, we can use the heuristic of Section III-A
in order to identify a target level of upward and downward
capacity for the entire control area, and then solve the following
linear program in order to select among multiple solutions which
can achieve the same total reserve capacity those solutions which
minimize the total exchange of balancing energy:

min
l+/−≥0,p,f,r+/−≥0

∑

i∈I

∑

k∈K
|fki| (8)

(2), (3), (6)
∑

z∈Z
r−z =

∑

z∈Z
r−,�
z ,

∑

z∈Z
r+z =

∑

z∈Z
r+,�
z (9)

l+zi ≤ max(−Δzi − Czi, 0) · u+,�
i , z ∈ Z, i ∈ I (10)

l−zi ≤ max(Δzi + Czi, 0) · u−,�
i , z ∈ Z, i ∈ I (11)

Here, r+,�, r−,�, u+,� and u−,� correspond to the solutions that
are obtained from the heuristic of Section III-A.

The objective function (8) aims at minimizing the absolute
value of inter-zonal flows caused by the balancing actions.
Although absolute values are used here for brevity, it is straight-
forward to express this objective function as a linear program.
Constraint (9) ensures that the solution furnished in this step
matches the level of reserves that is determined from the heuristic
of Section III-A.

Note that step 3 and the model of (8)–(11) can be integrated
into a single linear program using the optimality conditions of

14The heuristic has been observed to furnish a solution within 3.5% of the
optimal MILP solution for an instance of the example of Section II-A that
consists of 1000 scenarios and a transmission capacity of 80 MW between the
two areas.

15See section 2 of https://ap-rg.eu/wp-content/uploads/2021/11/
J34AdditionalResults.pdf.
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Fig. 4. Transformation of the minute-by-minute imbalance to a fast and a
slow-moving component that are used for mFRR / aFRR splitting. The green
curve is the system imbalance. The orange curve is the average over 15 minute
imbalance intervals. The blue curve is the 5-minute moving average.

the linear program of step 3. As we demonstrate in Section IV,
the potential gains of such a merge would be limited to a few
hundred seconds of run time for the realistic-scale instance that
we consider in this paper. We therefore retain these two steps as
separate optimization models in the case study of Section IV.

C. Splitting Reserve Between aFRR and mFRR

The splitting of FRR capacity between aFRR and mFRR has
been investigated in detail in the European reserve sizing litera-
ture. The sizing of the two types of capacity is interdependent,
for two reasons: (i) both capacities ultimately aim at eliminating
the total system imbalance (we refer to this as energy coupling)
and (ii) the flows induced by the activation of each of these
reserves occupies the same transmission line capacity (we refer
to this as network coupling).

An approach that is sometimes adopted in the literature is
to preallocate specific imbalance drivers to specific types of
reserves [27]. Another approach that is often applied in the
literature is to size total FRR and one of the two reserve types,
and then allocate the difference to the other reserve type. This
is the case, for instance, in [5], [28] and [8], where the total
FRR requirement is based on all sources of uncertainty, aFRR is
sized in order to handle a subset of imbalance drivers, and mFRR
is determined as the difference between total FRR and aFRR.
Although these approaches account for the energy coupling of
reserves, none of the methods accounts for network coupling.

In order to tackle energy coupling, we propose the procedure
that is depicted in Fig. 4. The approach is similar in spirit to [29],
where the authors size aFRR in order to balance noise related
to load, which is defined as the deviation of load from its 15-
minute average. The idea is to compute the component of the
imbalance signal that mFRR targets to balance out as the 15-
minute average of the 1-minute imbalance data that we have
access to. We then generate imbalance scenarios for the aFRR
sizing problem according to Fig. 4. For each 15-minute interval,
we compute the five-minute moving average (blue curve) of the
1-minute imbalance (green curve) and the average 15-minute
imbalance (orange curve). This is a proxy of the reactive aFRR
setpoint. For each imbalance interval, we then measure the aFRR
upward capacity as the maximum difference between the moving
average and the 15-minute average (red arrows in Fig. 4), and the
downward aFRR capacity as the minimum difference between
the moving average and the 15-minute average (gray arrows in

Fig. 4). We thus obtain one upward and one downward aFRR
data point for each 15-minute imbalance interval. This procedure
of computing input imbalance data aims at being representative
of the physical sequence of reserve activations, and accounts
for the proactive nature of mFRR activation and the reactive
nature of aFRR activation. This is in contrast to alternatives for
mFRR / aFRR splitting, such as a high-pass filter for isolating
the fast component of the imbalance time series, which have
been observed to under-commit aFRR capacity.

In order to tackle network coupling, we propose the procedure
depicted in Fig. 5. The idea is to size mFRR capacity by assuming
that the entire leftover network capacity (i.e. network capacity
that is not contracted in the day-ahead or intraday markets)
is available, since this reserve is proactively activated first.
We then compute transmission capacity available for aFRR as
the difference between original available transmission capacity
(ATC) and the amount of capacity that is used as a result of
mFRR activations. This is indicated in the middle blue box of
Fig. 5. This is consistent with the reactive activation of aFRR and
accounts for the amount of capacity that is used up by mFRR.
Note that the overall procedure of Fig. 5 can be rearranged in
order to match the specific balancing philosophy of different
TSOs.

D. Overall Procedure

We close this section by summarizing the overall procedure
that is depicted in Fig. 5. The procedure consists of solving the
following sequence of problems:

1) One mixed integer linear program with annual input data,
in order to determine the total mFRR reserve target for
the system. This is indicated as the first box in the left
of Fig. 5. We replace this MILP by a heuristic that solves
the linear relaxation of (1)–(7) in order to determine which
indicator variablesu should be binary, followed by a linear
program that solves (1)–(7) withufixed, so as to determine
the total mFRR reserve target,

∑
z∈Z r+z and

∑
z∈Z r−z , in

the system.
2) The linear program of (8)–(11) with annual input data.

This is indicated as the second box of Fig. 5. The output
of this model is the spatial allocation of mFRR capacity in
different LFC areas, (r+z , r

−
z , z ∈ Z), and the flow along

each interconnector, (fki, k ∈ K, i ∈ I), which can be
used in order to determine the leftover ATC capacity for
the next step.

3) One mixed integer linear program with annual input data,
in order to determine the total aFRR reserve target for the
system. This is indicated as the third box of Fig. 5. This
is twice as large as the corresponding MILP of item 1,
because the input data has twice the temporal resolution.
As in the case of item 1, we replace this MILP by a heuristic
that solves the linear relaxation of (1)–(7) in order to
determine which indicator variables u should be binary,
followed by a linear program that solves (1)–(7) with u
fixed, so as to determine the total aFRR target,

∑
z∈Z r+z

and
∑

z∈Z r−z , in the system.
4) The linear program of (8)–(11) with annual input data.

This is indicated as the fourth box of Fig. 5. This model
is twice as large as that of the second item, due to the fact
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Fig. 5. The overall solution to the dimensioning problem which accounts for energy and network coupling of mFRR / aFRR capacities, and the minimization of
inter-zonal flows.

that the input data has twice the resolution. The output of
this model is the spatial allocation of aFRR in different
LFC areas, (r+z , r

−
z , z ∈ Z), as well as the flow along

each interconnector, (fki, k ∈ K, i ∈ I), which can be
used in order to determine the leftover ATC capacity after
balancing.

IV. RESULTS

A. Preliminaries

We implement our proposed methodology on the problem of
sizing reserve for the Swedish power system, with a target reli-
ability of R+ = R− = 99%. The data provided by the Swedish
TSO includes 1-minute imbalance data, as well as ATC capaci-
ties with 1-hour resolution. We also have access to time stamps
that correspond to imbalance intervals with significant frequency
excursions (concretely, excursions beyond +/- 0.1 Hz), which
we interpret as periods during which contingencies occur in the
system16.

We consider one year of input data for generating the N
scenarios of our model, and in particular 2020. Since 2020 is
a leap year, it corresponds to 366 days. We thus arrive to a
model with N =35,136 scenarios for mFRR sizing (number of
15-minute intervals in a leap year) and N =70,272 scenarios for
aFRR sizing (twice as many, since we have two data points per
imbalance interval for aFRR sizing, as indicated in Fig. 4). The
aFRR sizing model thus corresponds to 1,264,944 continuous
variables, 140,544 binary variables, and 2,248,706 constraints.
The linear relaxation heuristic of Fig. 5 requires 267 seconds
for solving the LP relaxation of model (1)–(7) for aFRR sizing
(step 1 of the heuristic of Section III-A), and 115 seconds for
solving the LP of step 3 of the heuristic of Section III-A for
aFRR sizing. The flow minimization model of Section III-B
requires 187 seconds. Simulations have been performed on a
MacBook Pro with a 2.3 GHz 8-core Intel Core i9 processor

16We choose to merge normal imbalances and contingencies in a single total
imbalance signal Δzi +Czi. An alternative approach for capturing the interac-
tion between normal imbalances and contingencies is to remove the imbalances
corresponding to significant frequency excursions from the total imbalance data
in order to isolate normal imbalances, and to simulate imbalances using forced
outage rates. This approach would only be meaningful if the scenario size
N of the input to the model of Section II-B can be large enough to capture
dimensioning incidents with their representative frequency of occurrence. An
alternative that is commonly employed in practice for copperplate sizing is to
include the N-1 dimensioning incident as a lower bound of the sizing solution.

TABLE I
ALLOCATION OF UPWARD AND DOWNWARD FRR CAPACITY IN SWEDISH

AREAS, AND COMPARISON TO LOWER AND UPPER BOUNDS. ALL REPORTED

VALUES ARE IN MW

on CPLEX 12.10. Launching the MILP directly on the same
machine produces an optimality gap of 41.1% after 24 hours of
run time. This demonstrates that the direct MILP formulation is
not acceptable for problems of practical size.

B. Sizing Results

Before presenting the benefits of our proposed approach, we
describe the procedures by which we estimate indicative lower
and upper bounds on the total sizing results forR = 99%. Lower
bounding essentially corresponds to the copperplate (T = +∞)
paragraph of Section II-A, and simply amounts to merging the
imbalances of the four Swedish areas and ignoring the fact
that the inter-zonal ATC capacity is limited. Upper bounding
corresponds to the “no reserve sharing” (T = 0 MW) paragraph
of Section II-A, and amounts to solving17 the following non-liner
equation with respect to r: P [max(Imbz) ≤ r] = R, which
gives the reserve need for area z. Assuming independent im-
balances between LFC areas, this equation can be re-expressed
as Π4

z=1P [Imbz ≤ r] = R. Note that we assume an equal al-
location of reserve in each area in computing the upper bound,
which is valid, since this is a feasible but not necessarily optimal
reserve allocation.

The upward and downward FRR results are presented in
Table I. The total upward capacity amounts to 1611 MW. The
upper bound is 3356 MW, while the lower bound is 1109 MW,
which means that a sharing methodology can reduce reserve
requirements by up to 2247 MW. As our sizing methodology
achieves savings of 1745 MW out of these potential savings,
we thus conclude that our methodology captures 77.7% of the

17Since P [max(Imbz) ≤ r] is a monotonically increasing function of r, we
can solve this equation graphically or through bisection.
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Fig. 6. Empirical probability density functions of the imbalances in each
Swedish area for the data of 2020.

Fig. 7. Average ATC capacity for each link of the Swedish system over the
data of 2020. Note that SE2-SE3 and SE3-SE4 are the most congested corridors,
and are thus indicated in red.

potential savings of a copperplate solution. Analogously, the
total downward capacity determined by our method amounts to
1569 MW. The lower bound is 1053 MW, while the upper bound
is 3216 MW. We thus capture 1647 MW out of 2163 MW, or
76.1% of the potential savings of a copperplate solution18.

In order to gain intuition about the spatial allocation of re-
serves in Table I, we point out two observations: (i) Upward
and downward imbalances in areas SE2 and SE3 are the most
severe, as indicated in Fig. 6. (ii) As indicated previously, power
is typically transported from north to south. Consequently, the
inter-zonal links SE2-SE3 and SE3-SE4 are typically the ones
with the least available capacity, as indicated in Fig. 7. Thus,
for central Sweden (SE2 and SE3) to source upward balancing
energy, it would be necessary to rely on reserves in the south,
since the SE2-SE3 corridor hinders balancing energy from being
delivered to SE319. Symmetrically, in order for central Sweden
to evacuate downward balancing energy, it would need to rely on
downward balancing capacity in the north, so that the evacuated
power is moved opposite to the direction of the congestion. This
is exactly the pattern that is observed in Table I.

The split of reserve capacity between aFRR and mFRR is
presented in Fig. 8. The geographical allocation of the aFRR

18It is worth noting that applying our heuristic to the problem without
constraints (6) results in the same amount of total reserve capacity as the heuristic
with the transmission constraints enforced, but with the capacity being more
evenly divided between areas.

19The reader is referred to the discussion in the end of Section IV-B about
how the results of the model compare to the existing spatial allocation of reserve
in Sweden.

TABLE II
PROBABILITY OF CONGESTIONS BEFORE AND AFTER SIZING FOR LINKS THAT

EXHIBIT CONGESTION. WE CONSIDER A LINK AS BEING CONGESTED

WHENEVER THE LEFTOVER CAPACITY ON THE LINK IS NO GREATER THAN

100 MW

and mFRR capacities follows the trend of the total FRR, with
more upward aFRR / mFRR capacity located in the south, and
more downward aFRR / mFRR capacity located in the north. We
note that the total aFRR capacity is consistent with the recom-
mended minimum aFRR capacity according to the methodology
of the former Union for the Coordination of Transmission of
Electricity (UCTE), as indicated in Fig. 6 of the Synchronous
Area Framework Agreement [30]. Concretely, the peak load of
Sweden slightly exceeds 25 GW, which maps to approximately
400 MW of aFRR according to Fig. 6 of [30]. Note, however,
that the latter method does not prescribe how this aFRR capacity
should be distributed throughout the network.

In Table II we present the congestion of the system after
implementing the sizing decision of Table I. Note that the links
that are not presented in the table (SE2→SE1, SE3→SE2, and
SE4→SE3) exhibit no congestion. We consider a link as being
congested when the leftover capacity in the link is no greater
than 100 MW. Recall from Fig. 5 that mFRR capacity is sized
first, followed by aFRR capacity. It is thus possible to measure
leftover transmission capacity20 after sizing mFRR (column
3 of Table II), followed by transmission capacity after sizing
aFRR (column 4 of Table II). We conclude that the allocation
of reserves is such that balancing causes almost no additional
congestion to the system. This behavior is consistent with the
objective function (8) of the model of Section III-B, which aims
at minimizing inter-area flows due to balancing actions.

It is interesting to point out that the spatial allocation of
reserve in the solution of the model differs from the existing
allocation of reserve in Sweden. For instance, many of the
reserves used for balancing the Swedish power system today are
hydro plants which are located in the north. The generalization of
our proposed model and solution algorithm in order to consider
alternative criteria (including an objective function based on
cost, or the fact that certain reserve resources are already in
place) is straightforward from a modeling standpoint.

C. Additional Sensitivities

An important attribute of the method is stability, in the sense
of arriving to the same result for different scenarios. In order to
examine this behavior, we report the sizing results as a function
of the number of scenariosN that are used as input for the model
in Fig. 9. Concretely, as we move further along the x axis in the
figure, we are looking deeper into the “past” of the historical

20The models whose outputf�
ki is used for determining the flow that ultimately

occurs in the system as a result of activating reserves are the optimization models
for decreasing flows in Fig. 5. The condition for deciding that congestion has
occurred along link k for scenario i is that |T+

ki
− f�

ki| ≤ 100 MW, or |T−
ki

−
f�
ki| ≤ 100 MW.
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Fig. 8. The sizing results for FRR capacity in the upward (left) and downward (right) direction.

Fig. 9. The sizing results for FRR capacity in the upward (left) and downward (right) direction as a function of the number of input scenarios.

Fig. 10. The upward (left) and downward (right) reserve capacity as a function of an increasing reliability target.

data: for x = 1 we are only sizing given the results of the first
15 minutes of 2020, while for x = 35, 136 we are taking into
consideration the full year of 2020. We observe that the total
sizing result stabilizes around 1700 MW for both upward and
downward reserves after four months of data are accounted for.
Nevertheless, the distribution among areas is highly influenced
by the available transfer capacity, as we can observe in the
evolution of reserves in SE3 and SE4. The shift in the capacity
of SE3 and SE4 in the left panel of the figure can be attributed
to a significant drop in the available ATC of the SE3→SE4 link
during the autumn of 2020.

The sizing results as a function of an increasing reliability
target are presented in Fig. 10. Note that Fig. 10 is plotted by
running the full year of 2020 data for different levels of target
reliability. It is worth noting that the precise reliability targets
that are considered in reserve sizing analyses are typically in the
99.x% level, and depend on assumptions about what each type of
reserve is responsible for (e.g. contingencies or specific sources
of continuous imbalances). We note that the total requirement
increases rapidly as we approach a target reliability level of

Fig. 11. Sizing procedure timeline where reserve is sized annually.

100%, which reflects the significant influence of tail uncertainty
in the sizing of reserves.

D. Practical Implementation Aspects

We consider a context of static dimensioning in the current
work. The sizing procedure timeline is illustrated in Fig. 11.



3992 IEEE TRANSACTIONS ON POWER SYSTEMS, VOL. 37, NO. 5, SEPTEMBER 2022

Note that historical input data is collected for the entire interval
that the sizing decision is intended to protect against. This sizing
process is executed once every year according to the timeline of
Fig. 11, using the data of the past year. Although the diagram
indicates an annual sizing, other intervals (e.g. quarterly) could
be envisioned.

An important practical implementation aspect relates to the
entity that would be responsible for executing the required sizing
function. Various options may be considered, depending on the
desired degree of decentralization, and we shortly comment on
three such options and their relation to relevant EU legislation.

Option 1: independent computations (decentralized): Insofar
as the Nordics are concerned, the Nordic TSOs have a strong
collaboration, and regularly exchange all the data that is required
for the proposed sizing model (imbalance data and ATC data)
in the context of various joint projects. This implies that all of
the Nordic TSOs could in principle run the full optimization
independently, within a SCADA or near to SCADA setting.

Option 2 (centralized): rotating responsibilities: A more
central calculation can save time that would be required for
handshaking between the TSOs. It would then be interesting
to consider an option of appointing a TSO within this multi-area
setting, which would be responsible for the task of dimensioning.
This can be achieved using a rotating schedule, and changing
TSOs every year or every two years, for instance. Article 157(3)
of the System Operation Guideline [4] indicates how this is to
be implemented in a multi-area setting, and states that it needs
to be a part of the LFC block operating agreement.

Option 3 (centralized): regional coordination centers: The
LFC block cooperation agreement for the Nordics [31] indicates
that the dimensioning methodology should be executed by a
“common service provider”. Such a common service provider
could be a regional coordination center. Such a solution could
extend beyond the Nordics, since regional coordination centers
throughout Europe are intended to cover the regional needs of
inter-TSO coordination throughout Europe.

V. CONCLUSION AND PERSPECTIVES

In this article we present a novel model, methodology, and
functioning application for the problem of sizing reserves
subject to probabilistic requirements in a multi-area context
where reserve sharing is foreseen.

In future work, we are interested in exploring tight formula-
tions of chance constraints in order to attempt a direct resolution
of the chance-constrained model without resorting to heuristics.
We are further interested in the extension of the methodology
to the entire Nordic system, as well as in the context of dy-
namic reserve dimensioning [9] where reserve requirements are
adapted on a daily basis based on forecast system conditions in
the day-ahead time frame.

The extension of the model so as to represent cost information
related to the sourcing of reserve or minimum reserve require-
ments per LFC area (which could be interpreted as reserve
capacity which is already installed in the corresponding LFC
areas) is a straightforward extension of the existing model, and
does not affect the implementation of the proposed heuristic.
There is also an interesting institutional dimension of how
one would evaluate the incremental cost of sourcing balancing

capacity from different LFC areas, since this incremental cost
would strongly influence the spatial allocation of reserve.

APPENDIX

In this section we present the notation that is used in the
models of section II-B and III-B, as well as the meaning of
various abbreviations that are used throughout the text.

SETS

Z: set of LFC areas
K: set of links
I = {1, . . . , N}: set of scenarios
Variables
r
+/−
z : upward/downward balancing capacity in

zone z
l
+/−
zi : upward/downward failure-to-serve slack in

zone z for scenario i
pzi: balancing energy in zone z for scenario i
fki: flow on link k in scenario i

u
+/−
i : binary variable indicating failure to serve

negative/positive imbalances
Parameters
R+/−: Acceptable reliability for upward/downward

balancing capacity
T

+/−
ki : Upward ATC capacity of link k in scenario i

Δzi: Normal imbalance of zone z for scenario i
Czi: Contingency capacity of zone z for scenario

i
Abbreviations
ACE: Area Control Error
aFRR: automatic Frequency Restoration Reserve
ATC: Available Transfer Capacity
FCR: Frequency Containment Reserve
FRR: Frequency Restoration Reserve
LFC: Load Frequency Control
LP: Linear Program / Programming
MARI: Manually Activated Reserves Initiative
MILP: Mixed Integer Linear Program / Program-

ming
mFRR: manual Frequency Restoration Reserve
PICASSO: Platform for the International Coordination

of Automated Frequency Restoration and
Stable System Operation

RR: Replacement Reserve
SOA: System Operation Agreement
SOGL: System Operation Guideline
TSO: Transmission System Operator
UCTE: Union for the Coordination of Transmission

for Electricity
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