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Renewable Energy Integration in Zonal Markets

Ighacio AravenaStudent, IEEEand Anthony Papavasiliollember, IEEE

Abstract—In this paper we investigate the impact of zonal the introduction of renewable resources induces spatidl an
network management in the operation of power systems with temporal coordination requirements on operators.
significant levels of renewable energy integration. Our study is The European electricity market has favored a zonal market

inspired by the current state of the European energy market, ad . . .
we focus on a case study of the Central Western European (CWE) design, known as Market Coupling (MC) [7], over locational

system. First, we present a hierarchy of models that account for marginal pricing (LMP) on the basis of simplicity and lig-
unit commitment, the separation of energy and reserves, and uidity. There is a long-standing debate about the relative

the simplified representation of transmission constraints in a merits of the two designs, and the implementation of the

zonal market, in order to examine the impact of these factors on 5 et coupling design in Europe has generated considerabl
efficiency in a regime of large-scale renewable energy integration.

Second, we simulate operations of the CWE system under the controversy (see [8] and references therein for a detailed
zonal market design using a detailed instance that consists of discussion). European zonal markets are characterizeiurég t
656 thermal generators, 679 nodes and 1073 lines, with multi- features that differentiate them substantially from caizted
area renewable energy production and 15-minute time resolution. nodal markets in the context of renewable energy integratio

Zonal market operations are compared against deterministic and 4y 1he simplified representation of transmission at the day-
stochastic unit commitment using high performance computing

in order to tackle the scale of the resulting models. We find that ahead time S'Fagellx the .Sequem'a_l clearing Pf “_aserves and
market design can have an influence on cost efficiency which €nergy, and i) the limited real-time coordination among
far exceeds the benefits of stochastic unit commitment relativeot zones for relieving congestion and imbalances.
deterministic unit commitment. We conduct a detailed analysis of  Several US electricity markets, such as PJM [9], MISO
the num_erlcal results in order to explain the relative performance [10], CAISO [11] and NYISO [12], have adopted LMP and
of the different models. - . .
centralized operations under a single Independent System
Operator (ISO). Zonal prices continue to be used for billing
loads in certain markets such as NYISO [13]. Nevertheless,
in contrast to market coupling, zonal prices are computed
UROPE has adhered to an ambitious renewable eneggfjer scheduling production with a nodal model [12], hence
integration agenda as a key pillar of its energy and cline use of zonal prices does not create unscheduled flows on
mate objectives. Over the past 5 years, the growth of rerlewathe transmission network.
capacity has been especially significant in the CWE systemThe market coupling design is, to some extent, the counter-
(comprising Austria, Belgium, France, Germany, Luxembourpart of bilateral market-to-market operations in US powyes-s
the Netherlands and Switzerland). Approximately 40 GW @éms. Market coupling uses uniform pricing within edmd-
solar photovoltaic (PV) panels and 17 GW of wind turbineging zoné (commonly, national markets) and clears market-
have been installed in the system between 2008 and 2013 fglmarket interchanges within the European wide day-ahead
This trend is expected to continue at the same pace towaggfergy market, implicitly allocating transmission capatie-
meeting the 2020 European Union (EU) emissions targets [&lieen zones [7]. US markets use LMP within each balancing
Even further development is expected moving forward to ZOSQuthority area [14], however market-to-market interchﬂng
as a result of ambitious environmental targets set by numserre usua”y arranged prior to C|earing of the day_ahead atark
countries [3]. in a bilateral fashion and they must to be approved by
Renewable resources cause various complications in opesgery affected 1SO [14], [15]. Approved interchanges aanth
tions, including congestion resulting from uncontrolfilic-  considered fixed and unscheduled flows caused by them are
tuations of renewable energy [4] and the need to carry adequiken into account in day-ahead market operations [11].
reserves in the system. The management of unscheduled flows addition to day-ahead market design challenges, ree-ti
has been especially challenging in Europe, as evidenced #@jeration posses several coordination challenges in ragste
example by the externalities of renewable power integnatio  with multiple operators [16]. Similar coordination mecksms
neighboring networks (e.g. Poland and other zones [5]). TBge used both in market coupling and wide US intercon-
need for European Transmission System Operators (TS@gktions. In the market coupling design, balance resplensib
to pool reserves in order to better deal with the uncertainarties are entitied to maintain their schedutest positiod
and variability of renewable resources has been recognizgdreal time [17]. Likewise, in US markets each balancing

recently [6] and efforts are underway for harmonizing thguthority (1ISO) must maintain its area control error (a meas
definition and management of reserves in Europe. Ultimately

1A bidding zone is defined as a geographical area within whichketa
Manuscript received XXX; revised XXX. participants are able to exchange energy without allogatiansmission
I. Aravena and A. Papavasiliou are with the Center for OpematResearch capacity [1].
and Econometrics (CORE), Univessitatholique de Louvain, Belgium. e- 2The net position is the netted sum of electricity exports Englorts for
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consisting of the difference between scheduled and real atke sequential operation of day-ahead and intraday markets
net position, and the area frequency deviation) below icertaAbrell and Kunz study a detailed model of the German grid
established limits [18]. for which they estimate efficiency losses of zonal markets at
In this policy analysis paper we present a framework f@r.6%. The authors do not consider uncertainty, assume that
modeling the market coupling design as currently implemeéntall thermal generators can update their commitment in real
in the CWE system at an operational level. In addition, we usiene and include topology control as a congestion managemen
the proposed framework to revisit the question of the natatimeasure in the zonal market design.
merits of zonal and nodal markets in the context of systemsAn emerging aspect that results from the large-scale in-
with high levels of renewable energy. tegration of renewable resources is the sub-hourly ramping
capacity of a system. The state of the art in renewable energy
integration often employs hourly time resolution for ddyead
and real-time operations [32]-[35]. Recent work by Deahe
The impact of the simplified representation of transmissia. [36] and Gangammanavat al. [37] underscores the im-
constraints in day-ahead energy markets on operational effortance of sub-hourly time resolution in accurately eating
ciency was recognized in early work by Bjgrndal and Jornsteie costs of integrating renewable energy. Bakirétial. [38]
[19] and Ehrenmann and Smeers [8], whom illustrate a numbsbpose a receding horizon model with 5-minute resolution
of challenges in zonal markets, including efficiency losmed for simulating real-time operation under large-scale veaise
the difficulties of defining zones. The authors use dispatemergy integration. In this study we develop a hybrid model
models in order to obtain analytical insights on systems$ withat employs hourly resolution for the commitment of units,
up to 6 nodes. Van der Weijde and Hobbs [20] introduce urdhd 15-minute resolution for dispatch. This is in line with
commitment in the study of zonal systems. They focus @perating practice in European markets (hourly day-ahead
quantifying the benefits of zonal coordination in balangingnarkets [39] and a quarterly real-time balancing mechanism
and use a two-stage model that represents the sequen¢gip
of unit commitment and dispatch decisions. Their study is This paper contributes to the existing literature by devel-
focused on a 4-node system. Recent work by Ogganil. oping a detailed model of the market coupling design and
[21], [22] further refines zonal models. In [21] the authose u analyzing a detailed instance of the CWE region, which leads
generalized equilibrium models in order to study the effe@ novel insights about the performance of zonal markets
of coordination among TSOs on operational efficiency. Tha a regime of large-scale renewable energy integration. In
authors use a standard 6-node network and a 15-node madehs of modeling, we develop a hierarchy of models for the
of the CWE system. They estimate the welfare gains of LMiarket coupling design that includes a model for available
pricing over zonal pricing in the CWE system @001%. transfer capacity computation that is guaranteed to ofatpar
The authors do not account for reserves or unit commitmegrieviously proposed models [30], a power exchange model
in their analysis. In [22] the authors evaluate the impadts that accounts for unit commitment and the treatment of non-
priority dispatch of wind in Germany using a zonal modetonvexities by European power exchanges, and a model that
of the CWE system. Uncertainty is accounted for using émulates the decentralized process of nominations of produ
scenario-based formulation, however the authors ignofe ution and reserves after the day-ahead exchange has cleared.
commitment decisions in their analysis. The latter two elements are largely absent from the current
Studies that focus on renewable energy integration in Eliterature [20]-[22], [29]-[31]. We use the proposed hiehy
rope commonly ignore zonal network management either by models to compare the market coupling design to deter-
directly assuming a nodal market [23] or by considering ministic and stochastic unit commitment models (centealiz
zonal transportation network without addressing congastinodal designs). Numerical results provide novel policyghts
within zones [24]-[27]. Nevertheless, a number of studaseh by demonstrating that the conjunction of zonal management
estimated the potential efficiency gains of LMP in Europand unit commitment decisions, in a regime of large-scale
relative to a zonal design, in the context of renewable gnergenewable energy integration, produces effects that tevia
integration. Leutholdet al. [28] estimate the welfare gains ofsubstantially from assumptions of fully coordinated syste
LMP over uniform pricing at 0.8% using a model of Germany
and its neighboring countries that consists of 309 nodeghBa L
et al. [29] study the effect of international unscheduled flowB: Paper organization
using a regional model for the entire EU. The authors useThe paper is organized as follows. Section Il presents the
a transportation model for transmission and estimate cgsbposed model for the market coupling design, startinghfro
savings 0f0.1% of nodal relative to zonal pricing. Neuhoffan overview and introducing a hierarchy of mathematical
et al. [30] estimate the operating cost savings of LMP relativerograms to model day-ahead and real-time operations in the
to zonal pricing betweer.1% — 3.6%. The authors use a subsequent subsections. Section Il presents the CWE system
single-period unit commitment model of the UCTE-STUMnstance used in this study and the simulation setup. Sectio
system (4300 nodes, 6000 lines) which is simulated for tw® compares the results of the market coupling model to the
extreme operational snapshots (no wind and maximum windgtual performance of the CWE system over the reference year
Abrell and Kunz [31] present a framework for day-ahead araf the simulation. Section V compares the performance of
intraday operation in a receding horizon scheme, emulatittte various policies that were investigated and analyzes th

A. Literature review
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obtained results. Finally, section VI concludes the papel apower exchanges collect bids from firms and clear the day-
points to directions of future research. ahead energy market, modeling the exchanges between zones
through a transportation network limited by the ATCs. The
day-ahead energy market is cleared with hourly resolutiad,
it determines a net positioAQ}’ for each zone: for each
The market coupling design has become the uniforfour 7 of the next day, as well as a preliminary commitment
paradigm for operating the European electricity markettr slow generatora: .
Through the price coupling of regions (PCR) project, the After the energy market clears and before firms commu-
market coupling design is now present in most countries bicate their final schedule to the corresponding TSO, firms
western, central and northern Europe [40]. within each zone can trade among each other their production
From an operational point of view, market coupling consis&nd reserve obligations [44], [45]. We model this deceizieall
of sequential steps that are executed or supervised by powegcess as a cost minimizing scheduling that aims at meeting
exchanges or by system operators, with some differen@8ggurity targets for real-time operation. This procedestilts
among countries due to local regulatory frameworks. The final commitment decisions for slow generatots, that
steps involved in the day-ahead energy market (namely, #@mply with the energy balance and reserve requirements of
computation of transfer capacities and the clearing of ti&@ch zone. Note that reserve obligations of firms are deter-
energy market) are nearly standardized among countries.mined in monthly or weekly tenders, prior to day-ahead energ
contrast, there is substantial diversity in the definitioh dnarket clearing [6]. We assume that the forward positions of
reserves. The procedures governing re-dispatch and liragandhe reserve tendering process are adjusted by firms after the
and the definitions of products are often incompatible amonigy-ahead exchange clears, hence we do not represent these
countries. These incompatibilities have already beenlvedo forward auctions explicitly in our analysis.
between Germany and Switzerland, and the TSOs of BelgiumFinally, the resolution of congestion (referred to as re-
Germany and the Netherlands are currently working towardispatch) and the resolution of imbalances due to outages
harmonizing the definition and sharing of their reserve re@nd forecast errors (referred to as balancing) take place in
sources [6]. Further standardization is expected in theiuned real time on 15-minute intervals, while respecting the net
term following the ENTSO-Enetwork codeq17], [41]. In position of each zonA QM [17] and the commitment of
anticipation of this harmonization, in this paper we assunteservesu?. At this stage, we assume that TSOs in charge
that system operators adhere to a common definition of reseof the possibly multiplecontrol aread within each bidding
products among zones. zone fully coordinate their operations and that they net out
Following the standardization of reserve products, it Kpeir scheduled net positions for balancing purposes [Afil
expected that bidding zones will increasingly interchanggsumption allows us to model each individual bidding zone
secondary and tertiary reserves as is currently the case a6rif it were operated by a single TSO in real time.
primary reserves As opposed to primary reserves, for which
shared volumes are in the order of tens of MW, the inter-
change of secondary and tertiary reserves might mvohgelalA Computation of available transfer capacity
volumes of power, which would require the reservation of Power exchanges use the simplified transportation network
cross-border transmission capacity between zones, agzadal presented in Fig. 2 for representing transmission comsrai
by Gebrekiroset al. [43]. The reservation of transmissionamong zones in the CWE system. The topology of this zonal
capacity for reserve provision is currently under debateragn network is determined by the topology of the real network and
European regulators, hence we do not include this elementitirincludes an interconnector between each pair of adjacent
our analysis in order to focus on the status quo. zones. Flows on the zonal network are limited by the ATCs,
Throughout the paper, we model the transmission netwonlhich must be computed on a daily basis by the TSOs and
using a lossless DC power flow model. We assume that abmmunicated to power exchanges.
dispatch decisions (production, flows) are updated every 15The first step in the computation of ATCs is the determi-
minutes, whereas commitment (on/off) decisions of thermahtion of total transfer capacities (TTC) among zones. The
generators are updated on an hourly basis. Thermal gereraENTSO-E Operational Handbook [47] defines TTC dlse*
with commitment decisions are divided into two grouplw maximum exchange program between two adjacent control
generators, whose commitment must be determined in the dageas that is compatible with operational security stamtar
ahead time frame, anthst generators, whose commitmentpplied in each system if future network conditions, getiena
can be modified in real-time operations. Following thesand load patterns are perfectly known in advahdeollowing
assumptions, we model the market coupling design as depicthis definition, we propose the following model for compagtin
in Fig. 1. the TTC from exporting zone to importing zoneb in hour
At day ahead, the TSOs compute the available transfer
capacities (ATCs) between the different physically cobegc “A control area is defined as a coherent part of the intercaadesystem,

zones in the system, for each hourof the next day. Then, operated by a single system operator which includes coedgxttysical loads
and/or generation units if any [1]. In the CWE system almostyebédding

zone corresponds to a single control area, with the exaeptidghe German-

3Switzerland, for example, is currently sourcing primary resefrom  Austrian zone which is divided into five control areas, eank operated by

France and Germany [42]. a different system operator.

Il. AMODEL OFEUROPEANMARKET COUPLING
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The objective function (1) corresponds to the cross-border
TSOs flow (exchange prograjrfrom zonea to zoneb, determined as
the sum of individual flows over cross-border lines. Coristra

ATC

computation

ATC (2) enforces the exchanges between other pairs of areas
to correspond to a baseline value, referred to as the base
bids case exchange (BCE). Constraint (3) enforces hourly energy
Energy auction | Power Exchanges balance assuming renewable supglyconstraint (4) models
-« the network assuming that all lines are available, constrai
Eirms wMC | AQMC (5) models generating unit output limits, considering mminim
EE— stable and maximum production.
coRrr?r?]?trrYﬁism 108 Constraint (6) models theperational security standardsr
nominations | and nominations each control area. The left-hand-side of (6) correspondseto
T 4 Day-ahead net position of zone: in terms of cross-border flows, while
********* ufl | AQMC - - - Real tme. the right-hand-side corresponds to the maximum net positio
) for zone ¢ such that primary, secondary and tertiary reserve
Re-dispatch | o targets,RICT RAFRR gnd RMFER respectively, can be met.
and balancing This constraint limits the exports of each area to a level tha

ensures that there is enough internal capacity to satigy th
internal demand for energy and reserves.

TTC(‘a by (a importing, b exporting) is computed in an
analogous way thTC(a by by minimizing the objective
function (1). Note that in order to compute all the TTCs, prob
lem (1)-(6) needs to be solved twice for each interconnector

Fig. 1. Market coupling organization model overview.

Netherlands

Belgium Germany and hour, i.e2 - |K| - |Tgo| times.
Austria Problem (1)—(6) directly maximizes the cross-border flow
Luxembourg betweena and b in a one-shot optimization problem, which

outperforms iterative methods, such as the one described
in [47], and methods based on net position manipulation,
proposed by Neuhofét al. [30].

Once the TTC value is available, the net transfer capacity

Fig. 2. Zonal model of the CWE network used by the power exchatge N7+ is computed by discounting the determined value
clear the day-ahead energy market. Each zone is represengediagle node (a,b),7

and exchanges between zones are limited by the ATC values. for TTC+ _ by the Transmission Reliability Margifi" R\
[47]. ConS|der|ng a proportiondlRM (0 < TRM < 1),

common to all mterconnectorNTC(a by is computed using
T, TTCab - The notation used in the present and subsequesjuation (7).
mathematical formulations is described in Appendix A.

France Switzerland

NTC, :=TTC; —TRM-|TTC; .

wy G 3 ® I @
Gl L b leLy (ba) TTC} ~TTC;  >TRM-(|TTC; |+|TTC )
st. > fi— Z fi=nlSy, Vie.d) € K\ {(a,b)} The indicator function in equation (7) ensures that the TRM
€Ly (c,d) leLx (dye) is applied only when a sufficient margin between transfer
@ capacities in forward and backward directions exists, it.e.
Z qg+i Z Ent + Z fi = guarantees thaNTC( b 2 NTC( ) . For computing
9€G(n) tET15(r) LEL(-,n) NTC* by , the TRM is added in equation (7).
S Dui+ S fi VneN ®) NTCs are required to be simultaneously feasible, in other
teTia(r) 1T words, any cross-border e_zxchange configuration respeitteng
=By — Omy) » —F <H<F" VieL (&) NTC_vaIues must be feasible for the re_al netyvork [48]. In_geo-
O up < ¢, < OF € (0.1} YgeG 5) metric terms, the set of exchange configurations respettiag
g9 =g =g gy Ug ST, g NTC values for hourr defines a subset a&!X!, specifically
> A= > A< an NTC hyper-rectangld/7¢ := {n € RI¥l| NTC, <
elx(e)  Ielx(he) ng < NTC,"_ Vk € K}. Simultaneous feasibility of NTCs
Z QF - (RFCR + ROFRE | RmFRR) _ ’
g (9 c (9
gEG(N(c)) 5The transmission reliability margin is defined as a securitygnathat
1 _ copes with uncertainties on the computed TTC values arisiogn:f (i)
1 Z (Dn,t - fn,t) Ve € {a, b} (6)  inadvertent deviations of physical flows during operatia® do the physical
neN(c) functioning of secondary control; (ii) emergency exchangetsveen TSOs to
teTy5(7) cope with unexpected unbalanced situations in real timB;igiaccuracies,

e.g. in data collection and measurements [1].
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demands thatVN7¢ is fully contained within the region force the cross-border flow on interconnectarb) at vertex
defined by feasible exchanges for the real netwavk)”" i< = to be equal to the corresponding vertex feasible NTC.
(a |K|-dimensional polyhedron). In practice, however, this The requirement that all vertices € = of NNTC are
requirement is relaxed and replaced by vertex feasibilitycontained within\V'?F ¥ is enforced through constraints (11)—
which demands that all vertices 4f¥7¢ are contained within (14), which correspond to the linear relaxation of constsai
NOPF [48]. (3)-(6) for each vertex. As the formulation employed is lbase
Vertex feasibility is not necessarily satisfied by NTC valueon the vertices ofV¥7“, we have that in general the size of
computed using equation (7), NTC values computed usitige problem is exponential in the number of interconnectors
other procedures proposed in the literature [30], or theero (|=| = 2/%1). For the CWE system the number of vertices to be
dure used in practice [47]. The technical documentatior} [48onsidered i2°, which results in a large-scale linear problem
states that if NTC values do not comply with vertex feadipili that is still tractable using state-of-the-art linear sod/
then ‘reductions are applied to the NTC levels in a coordinated Since our market coupling model does not consider pre-
way with a view to eliminating overloatisWe model this viously contracted transmission capacity, available sfan
process by computing a new set of NTC valaes x —, as the capacities are equal to the optimal simultaneously feasibl
solution of problem (8)—(14), which aims at achieving VerteNTCs, ATC_ := (x{)* Vk € K. As a final remark, note
feasibility with the minimum possible total reduction oreththat the solution to problem (8)—(14) might not be unique.

NTCs. In such a case, an auxiliary quadratic problem can be solved
to obtain unique simultaneously feasible NTCs, followihg t
er}i?g Z ((NTC,jT —x5) + (i — NTC,;T)) (8) Mmethodology used in [40] to compute unique prices.
T kek
st. xy <NTCY,, xx >NTCy., Xi >Xi VkeK

The objective function (8) corresponds to the total NTC
reduction, i.e. the difference between the preliminary NTC

9)

> fi-

leLy (a,b)

1?1b Xz:l,b) +(1-

> fi=

l€Ly (a,b)
1?11)) X(a,b) V(a, b) eK,ieZ

B. Day-ahead energy market clearing

Day-ahead energy market clearing in CWE is carried out
by power exchanges. Exchanges collect bids from partit§pan
and determine the acceptance/rejection decisions that- max

(10) mize social welfare. Energy is cleared using a strict linear
;1 _ i pricing scheme, which results in a series of rules regarding
Z 9+ 7 Z Ene + Z fi = the acceptance/rejection of different types of bids, ddjyen
geG(n) teTys(7) leL(-,n) . . .
1 ' on whether they are in-the-money (bid acceptance would yiel
1 > Duit+ >, fi ¥neN,i€Z (11) astrictly positive profit), at-the-money (bid acceptanasutd
teT15(T) lEL(n,") yield zero profit) or out-of-the-money (bid acceptance wloul
f=Bi(0,0 — 0w, —F < fl <F"VleLicZ yield strictly negative profit). Currently two main typeslitis
(12)  are allowed by power exchanges in the CWE system:
0<¢,<Qq VgeG,iekE (13) ., continuous bids bids that can be accepted partially.
Z fi— Z fi< Continuous bids that are in-the-money must be fully
l€Lx (a,-) IE€Lx (-,a) accepted, at-the-money continuous bids can be partially
Z Qf — (RfCR 4 ROFRR | grmFRRy_ agcepted and out-of-the-money continuous bids must be
9eC(N(a)) rejected.
1 _ o « Block bids: bids that can be either fully accepted or
4 D, (Dni—tur) VacAie= (14) rejected (fill-or-kill condition, which gives rise to integ
byl variables in the clearing model). Block bids that are in-

valuesNT'C™ and the vertex feasible NTC valugst. The
constants in this objective function drop out of the optiatian

and can therefore be ignored, but are included here fortgla
of the exposition. Constraints (9) establish the boundsyfér

for all interconnectors.

Each vertexi € = of NV7¢ can be mapped to an array,

of directions for cross-border flows, e.dofward on (a,b),

backwardon (¢, d), ...], hence it can be represented using

indicator 1/, for each interconnectofa, b) with 1°, = 1 if

flow on (a,b) goes in the forward direction in vertexand
1!, = 0 otherwise. Using these indicators, constraints (1

SNote that vertex feasibility corresponds to a relaxationsinfiultaneous

feasibility if NOFPF is not convex.

r

an

the-money or at-the-money can be accepted or paradox-
ically rejected, while out-of-the-money block bids must
be rejected.

Block bids can be arranged in linked families, in which
the acceptance/rejection of certain bids is conditionatten
écceptance of other bids, or in exclusive groups, in which at
most one block order within the group can be accepted.

Once the bids have been collected, the power exchange
lears the market using the simplified network model pradide
by the TSOs (Fig. 2) in order to represent cross-border
exchanges.

The CWE power exchange uses the EUPHEMIA algorithm

0] to clear the energy market, based on the bids submitted

firms. In the following we present an equivalent model of
EUPHEMIA proposed by Madani and Van Vyve [49], which
has been modified in order to account for exclusive groups.
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Consider that buy bids (e.g. loads) correspond to bids with Cy(qg)
positive quantities) > 0, while sell bids (e.g. generators)
correspond to bids with negative quantiti€s < 0. Then,
the welfare maximization (market clearing) problem can be Cff----------
formulated as the mathematical program (15)—(21), where
constraints have been grouped in primal-dual pairs.

gl
. . col-e
max S0 ( S QP e+ (X @)y, (15) S
s,p,A i€l T€Tgo jeJ T€Teo QY g Q3
st > (Y @P e+ (3 @)y >
el r€Teo j&J T€Teo Fig. 3. Production cost function discretization. Each piatibn level QY is
Z si + Z Sg + Z (ATC;TA;T — ATC,;T)\,;T) associated with a production coS¥ through the cost functio@y ().
el geaq keK
7€T60
(16) ) -
S Qi Y @iy = Provided M; are sufficiently large constants, the surplus of
i " S 7Ys the groups, is determined by the accepted bid only. The
‘ accepted bid is not necessarily the one with the maximum
D M= > ke Ya€ATETH  (17) surplus within the group, i.e. the maximum surplus bid can be
ke}j("“) '“EK(“’: paradoxically rejected, and it is also true that the enticup
ATC . < gz SATCY - Pak),r — Poik)r+ can be paradoxically rejected.
M=, =0 VkeK,T€T (18)
i <1, si+ Z Q4 pai).r = Z QP Viel C. Firm bids and energy market clearing reformulation
Tt TeTe (19)  The solution of the market clearing model (15)-(21) com-
= j lies with the rules of the CWE exchange that govern the
<1 Vge@, sy I pacie > P U .
jEJZ(g) Y= g Sot) + ;TGOQ Paii)r = acceptance/rejection of bids. Nevertheless, the modstupres
E T .. . .
i . a finite set of bids that have been bid by agents to the exchange
XT: QrP’ = M;(1—y;) Vj€J (20) In order to construct bids for all participants, we assume
TeTeo 1 that they place bids in the energy market that approximate
z,5X20; y€{0,1} @) as closely as possible their feasible production/consiompt

possibilitied and their true costs/valuations. Following this
é?\ssumption, loads, renewable producers and certain therma

The objective function (15) corresponds to total welfar ) - .
producers can be easily modeled as submitting continuous

Constraint (16) enforces strong duality at the solutios, it .
. . bids.

enforces equality of the total welfare with the total susplu Other th | ¢ ; hich id it

(surplus minimization is the dual of welfare maximizatioAy er thermal generators, for which we consider commit-

a consequence of Theorem 2 of [49], constraint (16) guare{ﬁ-ent det;:_lglonﬁ,] cannot rezre;sgnt thelg C(_)n_strallnts um’(‘s ¢
tees that a solution to (15)—(21) will satisfy (i) complertaay tinuous bids. They are modeled as submitting large ex@usiv

slackness between the acceptance of bids and the sur&[%u.ps (one group per -generato_r)._cpntaining a discretized
for continuous bids and accepted block bids, as well as (Y| rsion of their generation possibilities for the next day.

complementary slackness between exchanges and conges Rygonstruct this Q|sqrete set Of. productlon poss'g'”}nﬂm
prices. generator output is first discretized in, levels {Q7},~;.

Energy balance at each area is expressed through cors;tralmte computation of production cost is accordingly diseea|

(17). Relation (18) corresponds to primal and dual constsai as shown in Fig. 3. The first level of production corresponds

for exchanges in the simplified (transportation) network(—prtO the technical minimum, the last level corresponds o the
vided by the TSOs. generator capacity ana, must be large enough in order to

Constraints (19)—(20), together with constraint (16)abst allow the generator to ramp between different levels of outp

lish primal restrictions and dual conditions for the aceepe WIEH?éJt \e”r?;gtno% gjtrirpgt ;a;ezh houzan then be exoressed as
of different types of bids. Constraints (19) and compleragnt ., gg g pg . . . P

; S Qwd _, wherew? _is an auxiliary binary variable such
slacknessq; 1. 1 —2; andx; L s; + ZTeTGU QL Pa(iy,r — hj L5, < 3T T ol A ducti il
> er QLPY, Vi € I) ensure that continuous bids ardnat >, i, < 1, 7 € Tio [50]. Any production profile
acggp(stoeda%» — 1) if they are in-the-moneys{ > 0), partially within the discrete set is then defined by a certaih In order
cceniod C(z< o < 1) if they are at-the-moneysi —o0and © be a feasible production profile, the production, comraiim
= o = i = > Q' P?), and rejecteda = 0) and startup associated with a certain production profiletmus
otﬁngvi/(iseTpa(Z)i T€Tgo W S ¢ comply with the generator constraints: technical minimum,

Constraints (20) deal with block bids within exclusiva"@XImum capacity, minimum up/down times and ramp rate

groups. Among the t.)idgE (g) of grOUp91 at most one can be "Bidding infeasible production/consumption bids would ciohfivith the
accepted and that bid must be in-the-money or at-the-moneyes of the power exchange [39].
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constraints. These constraints define the hourly productio
domainD¢,

Considering that each feasible production profile of gener- e
ator g is included in groupy, we can reformulate the energy AQu.r

clearing model as problem (22)—(27), whétg{w,,v,) cor-

responds to the total cost of the production profile assediat
with w, andv,, and wherev, corresponds to the startup in-

dicator variable. Problem (22)—(27) explicitly includesunly
approximations of the unit commitment constraints forthalr tion of (22)—(27) represents an optimistic situation inefhihe

generators while respecting the rules of the power excharfg@ver exchange can decide among a large number of possible
for the treatment of non-convexities.

max
T,w,v,n

8,03\

s.t.

Problem (22)-(27) is analogous to (15)—(21), with th

S or)e-Shwmn e
iel \ 7€Tg0 9eG

Z < Z Q;P’L>-’I;L - Z hg(wg,vg) > ZSH_
ieI \ T€Teo 9eq el

Sk Y (ATC,LA:,T - ATC’,;TA,;T> (23)

cG keK
g T7€T60

Do Q- Y Y Q.

i€l(a) gEG(N(a)) j=1
Z I Z ne,r Va € A1 € Ts (24)
kEK(-,a) k€K (a,-)
mg

waj <1 VYgeG,1 €T,

j=1

mg
S92 Y D Qfwd Pae).r —

TE€Tg0 j=1

hg(wg,vy) Vg€G

(25)
mg Mg B
(Z ?w§72w§71}g> eDgo Vg € G (26)
j=1 j=1

(18)—(19) &, 8, A > 0; w? € {0, 1} <170l vg e G
27

difference that block bids that were explicitly enumerated

(20) are now implicitly enumerated by (25)—(26). Constrai

(25) ensures that each generator recovers at least itsqifoalu
cost, while constraint (26) enforces that the accepted p

hg(wg,vy) according to equation (28).

hg(wg,vg) == Z

Notice that constraint (25) includes a product of two vari- min
ables,w? pa(;),-» which can be linearized by using a big-M “"** sec(v(a))

77lg mg
( DO+ Ky Y Wl + ngg,f) (28)
T€Teo \Jj=1 j=1

formulation sincewy  is binary [50].

The solution of the energy clearing model of equations (22)- s t. Z r

(27) determines the preliminary commitmyc for slow
generators and net positiomSnyC for each zone. The net
position can be computed using equations (29) and (30).

Mg

ugly 3:Z(W?,T)* Vg € Gsrow, T € Teo
Jj=1

(29)

Mg

= Z ZQg(w?,T)* - Z Qrxi Ya € A1 € Teo
ge g=1 i€l(a)

G(N(a))

(30)

We conclude this subsection by pointing out that the solu-

schedules in order to maximize welfare. Limits on the number
of profiles that each unit can bid into the market can also be
included in the formulation or during the solution of the eyye
clearing problem.

D. Reserves

Reserves in the CWE region can be classified into three
categories: (i) primary reserves (also referred as Fremyuen
Containment Reserve or FCR) are responsive to frequency and
must be delivered within 30 seconds; (ii) secondary reserve
(also referred to as automatic Frequency Restoration Reser
or aFRR) are activated following the activation of FCR, and
must be delivered within 5-15 minutes; and (iii) tertiary
reserves (also referred to as manual Frequency Restoration
Reserves or mFRR) must be delivered within 15-30 minutes.

Following the assumption of harmonization in the definition
of reserve products across zones [6], we model the reserve
allocation and nomination process [44], [45] as a simulta-
neous cost minimizing scheduling that aims at securing the
requisite FCR, aFRR and mFRR capacity. This scheduling is
conducted at day ahead in each zone, after the clearing of the
energy market, where firms can also trade their production
obligations. This is in line with current operating praetin
Belgium, France, Germany and Switzerland. Given that bal-
ancing responsible parties are required to offer resenitewh
maintaining a balanced position [17], [41], we assume that t
feserve scheduling must honor the net positions determined
by the power exchang&Q2’¢ for each zone and period.

r}Additionally, we assume that slow generators committed by
the power exchange cannot be shut down when reserves are

"ocated
duction profile is feasible. We define the total cost function y

Considering these assumptions, the commitment of reserve
capacity for each 15-minute interval of the following day
is formulated as the optimization problem (31)—(35), which
needs to be solved separately for each zone in the system.

Z (411 Z Clgg.0) + Z (KQUQVT""SQ'UQ,T))

teT s T€T60
(31)

FCR FCR
>R,

g,t )

9€G(a)
Z (r;tCR +T;15RR) > RaFCR+RZFRR’
g€G(a)
Z FCR
(Tg,t
9€G(a)
RfCR + RZFRR +R1anFRR Vi € Tys

aFRR

mFRR
# ) >

t Tt

(32)
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Z qg,t + Cn,s,t + Z fit+ent=

Z a9t + Z (Ent — Dnyt) = 4AQLE V1 € Teo 9€G(n) lEL(-,n)
9EG(N () neN(a) Dni+ Y. fiitons VneNteTis  (38)
teT15(T) t€T15(7) '
(33) leL(n,-)
y =B en - Qm )
Ug,r > ugf,.c Vg € GSLow(N(a)), T € Tho (34) fl’t l(_ O (l_‘)_’t)
FCR _aFRR _mFRR 15,R —F < fix <F" VieLteTs (39)
(qg,rg g ' Tg ,ug,vg) €D, Vg € G(N(a))
(35) 0< On,t < Z qg,t + Cn,s,t 5
geG(n)
The objective function (31) corresponds to the total cost of 0 ent < ?;vf vneN,t€Tis (40)
the planned operation of zore Constraint (32) enforces the (a4:ug,v9) €D;" Vg e G (41)
reserve requirements for each period. Constraint (33)iregju ug =up, vy =vy Vg€ Gsow (42)

that each zone maintains its day-ahead position in the gnerg

market, and constraint (34) requires that slow units comechit . _ . .

by the energy exchange remain ON during the commitment of roPlem (36)—(42) commits fast units, with the additional
reserves. Constraint (35) corresponds to generator eamsir requirement of respecting day-ahead zonal net positiods an

for providing energy and reserves that must be respected wie commitment schedule of slow generators. The requiremen
a 15-minute time resolution. of respecting the zonal day-ahead net positions is imposed a

& soft constraint, the violation of which is penalized thgbu

The reserve allocation (31)—(35) can modify the output
(31)+(35) v D L1 penalty term defined by equation (37). Assuming that,

the energy market clearing model by turning on addition&’ . : .
slow generators to supply reserves. Consequently, theubutp. practice, TSOs prefer to redispatch any generator idstéa

of the reserve allocation is a new vector of commitment f IJoIating their net position, the penaltyL can be established

slow generatora.”, v, which guarantees the availability of2S the maximum margina}l cost of any geperator within a
the required reserves for each zone and for each period of fiRee. _In contrast, the requweme_nt_ of respecting the dapah .
next day. _comm|tn_1ent of slow generators is imposed as a hard constrain
in equation (42).
By maintaining day-ahead zonal net positions, the redis-
patch and balancing model (36)—(42) captures the partial

coordination of system operators in real time.
During real-time operations, Kirchhoff’s laws determihe t

flows on the network. Moreover, renewable energy supply can

differ from its forecast¢. To mitigate the effects of network

congestion and forecast errors, the system operator caifymod- The Central Western European system

dispatch decisions and the commitment of fast generatdls wi A number of studies have focused on developing representa-

the objective of minimizing the real-time operating cost.  tive models for the European grid. Leuthold [51] and Huteheo

In order to evaluate the real-time cost performance @hd Bialek [52] model the European transmission grid based

the day-ahead commitment decisions, the actual renewadtestudy models and maps published by ENTSO-E [1] and by

injection is assumed to be modeled by the random vegtor national TSOs, while Egeret al. [53] document the existing

The real-time operating cost of the system is then estimat@drilable information on transmission, generation andafem

by solving the redispatch and balancing model (36)—(42¢ Tin Europe.

average performance of the system is estimated througheéMontWe use the transmission network model of Hutcheon and

Carlo simulation, i.e. problem (36)—(42) is solved for eacBialek [52] for the CWE system, presented in Fig. 4. Thermal

¢y, s € Ssim WhereSgin, is the set of random samples. ratings for cross-border lines were updated to their ctirren
values, as published in [54]. Thermal ratings for interiva$
within the Netherlands were established as published ih [55

min_ (i > Colae) + > (Kougr+ nggﬁ)>+ Thermal ratings for internal lines within other countrieerer
Guiwd teTys rE€T60 estimated through an iterative process of simulating syste

operations and correcting internal capacities, with tHeailve
V2 D enatOLY D dur (36) of approximating the congestion management costs for the
year 2015 [1].
4AQNE — The network was populated using an industrial database
of thermal generators, provided by ENGIE, which includes
technical and economic characteristics of 656 generatiitg.u
leLZ(a 9 i ZGLZ(- @) i Thermal generators were assigned to network buses acgordin
teThs (1) teTys(r) to their approximate geographical location [56]. Thesetsuni
(37) are classified intdive groups: 87 nuclear units (85G W), 144
combined heat and power (CHP) units (40 GW), 272 slow

E. Redispatch and balancing

IIl. NUMERICAL SIMULATION SETTINGS

f,0,e,0 geG

neN teTs acA T€Tg0

St dar >

VGEA,TGT()'()
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Netherlands 1 *

Belgium "y > Germany

Stoch. RE production [GW]
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Determ. net demand [GW]

0
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—— RE max. energy

France< \/ ’ <7
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RE max. ramp
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Fig. 5. Stochastic renewable energy production (wind atat)sand determin-
istic net demand (demand minus hydro power) for a typical autueekday.
hThe shaded gray area, included in the background, showsatieion range

Fig. 4. Nodal model of the CWE network [52]. The model comprises tl -
of renewable energy production.

high voltage networks of the 7 countries in the CWE system,diuities 679
nodes and 1073 lines.

21 regions in France, 2 regions in Belgium and 1 region in
units (conventional thermal units that are neither nuchear Austria. Profiles for the Netherlands and Switzerland were
CHP, and obey a minimum up and down time greater thanestimated by averaging data of neighboring regions. Oftsho
hours, totaling 99 GW), 126 fast units (conventional therm#find power profiles were associated to offshore wind connec-
units that are neither nuclear nor CHP, and obey a minimu#an buses in the transmission system. Onshore wind and sola
up and down time less than or equal to 3 hours, totaling £ capacity was distributed uniformly among generation and
GW) and 27 aggregated small generators (10 GW) load buses within each administrative region of each CQUI’]U

The capacity of thermal generators within Germany, Frank? States of Germany, 21 regions of France, 2 regions of
and Belgium was reduced in order to account for schedulB§!9ium, Austria, Switzerland and the Netherlands). Each b
maintenance and large outages. A different outage degratiffith renewable capacity was then assigned a wind and a
factor was computed for each generator and each season b8k PV production profile according to its location, ttiere
on the outage information published by national TSOs [57tr|e spatlal_ information of renewable resource dispers®n i
[58] and Power Exchanges (PX) [59] for the year 2014.  Preserved in our data set.

Zonal reserve targets were obtained from [6] for Belgium, Hydro power resources are modeled as fixed injections or

Germany and the Netherlands, and from national TSOs fe{}thdrawals from the transmission system. Hydro produnctio

other countries [42], [57], [60]. We assume that FCR needs Q&ofiles for seasonal storage, pumped storage and run of rive
.were collected from RTE [57] for each power plant in France.

be delivered within 30 seconds of activation (current dpeci q | i h ) ioned duct

cation in all CWE countries), that aFRR needs to be deliveré_&’ ro plants in ot er countries were assigned pro UCt'_On

within 5 minutes of activation (current product specifioati P“)f"es based on profiles of_French hydro plants and by taking

in Germany), and that mFRR needs to be delivered withiﬂto account t_he characteristics of these plants (teclgyolo

15 minutes of activation (current product specification Nz and Iocatlon).. )

Belgium, Germany, the Netherlands and Switzerland). We used clustering to ;elect 8 representative day types of
Historical 15-minute demand profiles for 2014 were coll-oaOI for 2014, corresponding to one weekday and one weekend

day for each season. We used the forecast errors of 2013-2014

lected from national TSOs for Austria [60], France [57]t enerate samples of real-time renewable ener raducti
Belgium [58] and the Netherlands [61], and hourly dema 9 P . S gy p

4 : ig. 5 presents the resulting deterministic net demand and
profiles for Germany and Switzerland were collected from

ENTSO-E [1]. Demand profiles were distributed across tquencertamty faced by the system in the day ahead. The net

buses of the network within the relevant area using the pacr)-aOI forecast error can span more than 15 GW and can

ticipation factors included in [52]. Exchanges between CWEXhlblt famps of up FO 3 GW In 15 minutes. Renewable
éoductlon ramps of this magnitude already occur in Germany

countries and non-CWE countries are collected from [1] afd> " o1 127 May 11, 2014, between 17:45 and 18:00 [59].

are modeled as fixed flows of power at the corresponding

borders. _ _
Regional 15-minute production profiles and day-ahead for@- Simulation setup

casts for wind and solar PV for years 2013-2014 were also col-We simulate system operation of the CWE system under

lected from national TSOs and power exchanges. The spattalee major policy designsi)(the market coupling policy,

resolution of renewable production data varies from cquntwhich is the current zonal design in the CWE systeit), (

to country. There are 4 geographical regions in Germargeterministic unit commitment, which is the current nodal
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design in several US markets, anid)(stochastic unit com- formance computing in order to parallelize the Monte Carlo
mitment, which is an ideal benchmark. Operations underethesimulations. The relative performance of stochastic uom<¢
three designs are modeled in two stages. The first stage taksgnent, deterministic unit commitment amdC Freeis due
place in the day ahead and determines the commitmenttofthe difference in their day-ahead commitment schedules.
the slow thermal generators based on a forecast for renewaithe performance oMC Net Positionis additionally affected
energy supply. The second stage takes place in real time &ydthe requirement of adhering, in real time, to day-ahead
corresponds to the re-dispatch and balancing performebéy financial positions.

system operator given the realization of multi-area refdeva Mathematical programs are implemented in Mosel/XPress
supply. The second stage must respect the commitment B3] and solved on the Sierra cluster at the Lawrence Liver-
termined for slow thermal generators in the first stage in allore National Laboratory. Given that we model production
policies. cost as a piece-wise linear convex function, all matherahtic

Thermal generators, other than slow generators, are m@adegrams correspond either to LPs or MILPs. Most mathemat-
eled as follows. The commitment of nuclear generators iisal programs are solved directly by XPress, with two excep-
decided prior to the day ahead, therefore it is considered tags. ) Stochastic unit commitment is solved within a 1%
being fixed in the simulations. Similarly, CHP production isptimality gap using the distributed asynchronous albarit
determined based on heat demand and CHP units can adjusposed in [64] on 4 nodes. Solution times range from 44
their production only within a limited range, therefore we fi minutes to 1 hour and 56 minutes. Each scenario subproblem
their output and allow an adjustment £6% of their capacity consists of 444 thousand continuous variables, 539 thdusan
in the simulations. fast units adjust both their commitmeminstraints and 9.5 thousand integer variabligsThe market
and production in real time. Aggregated generators coora$p clearing model is solved using an enumeration heuristiedbas
to small producers, therefore no commitment decision @ column-and-constraint generation. The heuristic aelsie
associated with them and it is assumed that they can adjastost which is within 1% of the optimal cost, and optimal
their production in real time. welfare which is within10~4% of optimal.

The market coupling policy is simulated using the model
described in section Il. Note that while day-ahead markets a
cleared using the zonal network of Fig. 2, real-time operati
is simulated using the nodal network of Fig. 4. We consider In order to validate the accuracy of the market coupling
two variants of the market coupling design, representingodel, we compare the results MC Net Positionagainst
different levels of coordination in real-time redispatchda the historical performance of the CWE system, as reported
balancing: ) MC Net Positionpenalizes deviations from day-in publicly accessible statistics. Table | presents theialct
ahead zonal net positions at the maximum marginal cost pioduction mix of 2014 [57], [58], [65], [66] and the resul
any generator in the system [8], representing the opeutioproduction mix of our model, which is obtained by averaging
practice whereby balancing responsible parties are reguilall samples, seasons and day types (where the contribution
to balance their resources in real time, which implies thaf each day type is weighted by the relative frequency of
each zone should maintain its trading position on the dagecurrence of each day type).
ahead market.ii) MC Free allows for adjustments in zonal These results present a reasonable approximation to the
net positions at no penaltyC(L = 0). This approximates the actual production mix. The most notable differences appear
effect of intra-day markets that allow balancing respdesibin the coal production of Germany, the nuclear production of
parties to adjust their positions as real time approaches dfrance and the conventional thermal production of the Niethe
the conditions of the system are gradually revealed, asagelllands. These differences can arise from a number of fadijrs:
the effect of coordinating balancing among zones. we simulate 960 days of operations over 8 representative day

Deterministic and stochastic unit commitment are modelégpes in our simulation in order to exploit high performance
following [34]. Deterministic unit commitment correspand computing and keep the study computationally tractabig; (
to a centralized nodal market design with full coordinathe observed estimates of 2014 are subject to statistioad er
tion of the various products of the market (energy, reservésnce they correspond to 365 daily samples of operation,
and transmission) and full coordination among zones. Thather than a long-run averageiji X we derate units by season
stochastic unit commitment model additionally endogemizénstead of modeling unit-by-unit maintenance and outages,
the uncertainty faced by the system in order to optimalip order to capture their average effect in a season while
adapt the commitment of reserves to multi-area renewahising representative day types$y)(we compute ATC values
supply uncertainty. We selected 25 scenarios for the stichaendogenously within our model, instead of using the ATCs tha
unit commitment model from the real-time renewable energyere used in the exchange. Notable differences between our
production samples, by resorting to the scenario selectiorodel and the ATC values have been observed in the border
algorithm of Heitsch and &misch [62]. For these two modelsbetween Germany and the Netherlands. In order to test the
we used a hybrid time resolution with hourly commitmeninfluence of ATC value differences, we have also simulated
decisions and quarterly dispatch decisions. the operation of theC Net Positionmodel using the actual

In order to estimate the performance of each policy, WTCs [1]. The results better approximate the production mix
perform a Monte Carlo simulation over a set of 120 sampléar the Netherlands and France, however the approximafion o
of multi-area renewable production. We resort to high pethe German fuel mix worsens and the average operating cost

IV. M ODEL VALIDATION
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TABLE | TABLE Il
ANNUAL ENERGY PRODUCTION BY PRIMARY SOURCE CONGESTION MANAGEMENT COSTS
Countr Primary MC Net Pos. System Zone MC Net Pos. results  System statistics
y source results [TWh]  statistics [TWh] [MM €/year] [MM<€/year]
Germany Coal 2342 2741 DEJATILX 679.2 688.2
Nuclear 87.0 97.1 Belgium 118.4 0.0
Gas 11.2 59.8 France 66.4 1.1
Wind 44.4 57.3 Netherlands 19.4 —
Solar 39.4 35.1 Switzerland 8.7 -
Hydro 13.1 19.6
Qil 0.2 6.1
Other 64.3 75.9 TABLE IlI
France Nuclear 468.0 415.5 EXPECTED POLICY COSTS AND EFFICIENCY LOSSES WITH RESPECT TO
Hydro 55.0 67.3 DETERMINISTICUC
Wind 16.0 17.1 ] _
Gas 3.0 13.1 Policy Expected cost Efficiency losses
Coal 11.6 6.7 [MM €/d] [%] [MM €lyear]
Solar 59 58 MC Net Position 30.42 6.2 650
Qil 0.0 2.6 MC Free 29.45 2.8 294
Other 27.2 7.4 Deterministic UC 28.64 - —
Netherlands  Thermal 38.0 91.1 Stochastic UC 28.49 -0.5 -5
Wind 6.2 5.8 Perfect Foresight 28.32 -1.1 -117
Nuclear 4.1 4.1
Hydro 0.1 0.1
Solar 0.8 - management in our model is an area of future research
Switzerland  Hydro 324 37.5 g )
Nuclear 22.3 25.4
Th I 5.2 3.7
Whed 8 Solar oo ! V. POLICY ANALYSIS RESULTS
Belgium ?‘h“ecr'renirl 27 o2l We proceed with a comparison of the cost performance of
Solar 3.4 28 the four policies described in section IlI-B: stochastidtun
Wwind 4.7 25 commitment, deterministic unit commitmenY)C Free and
. Hydro 0.3 14 MC Net Position
Austria Hydro 34.5 40.2 . . .
Thermal 13.2 13.8 The average cost of each policy is presented in Table
wind 4.0 3.0 [ll. In addition, the cost of perfect foresight is providedr f
Solar 0.5 - ; ; i
mparison. Th ifferen W Net Positionan
o] 5913 76 compariso e difference betwedC Net Positionand

MC Free quantifies the benefits of intra-day markets and the

coordination of TSOs in balancing. These efficiency gains

due to a significant shift in productiomfr are estimated aB.4% of operating costs. The difference
Ik? tweenMC Free and deterministic unit commitment quan-

1] {es the efficiency gains of nodal market design relative to

gnal markets, and is estimated 218% of operating cost.

=

computed endogenously by our model, in order to maintainally the difference between deterministic and stotbas
ATC values that are internally consistent with the cwenit commitment corresponds to the benefits of endogenizing
transmission model that we use in our simulations uncertainty relative to using fixed requirements for the €om

In addition to fuel mix, we compare the congestion mar{pitment of reserves. This gain amounts to 0.5%. Even when

agement costs estimated by our model to those publis %Wsidering the perfect foresight model, gains of perjectl

by national TSOs. We estimate the congestion managem casting uncertainty are no larger than 1.1%. Th_es&sgain
costs as the difference between the cosMa Net Position &€ notably lower than the aforementioned cost differences

with and without thermal limits on lines. Table Il presen;%etv,\éﬁ)enn deterministic unit commitmeMC FreeandMC Net

a comparison between the estimated congestion manage breakd ¢ . , din Table IV
costs and the actual congestion management costs of the cwENe breakdown of operating costs is presented in Table IV,
here SLOW corresponds to the set of nuclear, CHP, slow

systenf [1] (values correspond to January-December 2015). d units. Wi hat the diff b
The congestion management costs estimated by our mo %? aggregated units. We note that the diiierences between

correctly approximate the current situation of the Germango_'c'es. ﬁri Iarge:(y drlver:. by tT.e. prgductlp n cots);i;f fast
Austria bidding zone, although they are greater than tho E'ts' with the market coupling policies incurring sub: .ty .
observed in reality for Belgium and France. We note thijgher costs from fast units relative to deterministic unit
our model does not account for the active control of tran§oMMitment. Differences between deterministic and ststtha

mission networks for relieving congestion (e.g. the use ypit commitment are driven largely by differences in the

FACTS devices at the borders and transmission switching GRmmitment cost of slow units. _
Belgium [67]). The integration of active transmission netkv Table V presents the expected production of each generator

type along with the production-weighted average marginat ¢

8Congestion management costs that cover most of the CWE area mterecﬁf units prov!ding e.ne.rgy' We note that even thoth pl’Ode:ti
available for 2014. from fast units is limited to 0.7-1.4% of the total produatio

increases by 8.4%,
France-Germany (where energy is produced at a low margi
cost) to Belgium-Netherlands (where energy is produced
a higher marginal cost). We therefore use the ATC valué
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TABLE IV =3
COMPOSITION OF THE EXPECTED OPERATING COST = —— DetermUC
8 | -—- MCFree
Commitment cost Production cost Load =
Policy [MM€/d] [MM€/d] shedding S o
SLOW™ FAST SLOW FAST [MM<€/d] 2 ° 7
MC Net Pos. 2.83 0.28 25.60 1.61 0.10 ‘Z—‘_
MC Free 2.83 0.20 25.39 0.97 0.05 S
Determ. UC 281 0.07 25.45 0.31 0.00 ©
Stoch. UC 2.60 0.12 25.21 0.56 0.00 2 &
&
S o
TABLE V S T T 17T 17T T T T T T
PRODUCTION AND AVERAGE MARGINAL COST OF THERMAL GENERATORS 3
PER POLICY a 100 80 70 60 50 40 30 20 10 O
- - - Ocurrences [%]
Production Production  Av. marginal cost
Policy [TWhlyear] curtailment €/MWh]
SLOW" FAST [TWh/year] = SLOW  FAST
MC Net Pos. 1014.9 14.6 6.5 9.21 40.14 Fig. 6. Production duration curves of slow units that are lesigely
MC Free 1014.1 11.3 24 9.14 31.34 committed by deterministic unit commitment aMiC Free For any online
Determ. UC 1016.8 7.4 1.2 9.14 15.29 unit, 0% of the operational range corresponds to its teethminimum while
Stoch. UC 1015.4 9.0 1.3 9.06 2299 100% corresponds to its maximum capacity. In green, slow uh#s were

committed by deterministic unit commitment but not MC Free In red
(dashed), slow units committed by the market coupling model loathy
. . deterministic unit commitment.

the production cost of fast units corresponds to 1.2-6.3% o

the total production cost. This table highlights the factth
the market coupling policies often resort to the activation VAN
of a substantial amount of fast units that are found at the T
far right of the fast unit supply stack. This large increase
in the production costs of fast units is accompanied by an
increasing amount of production curtailment that is reeglir
for alleviating congestion and balancing zonesM€ Net
Position

We proceed with analyzing a number of factors that could
explain the substantial observed cost differences amoteg-de
ministic unit commitmentMC FreeandMC Net Positiof. In
order to better understand the results, we compare the sodel
in pairs, moving from the most efficient to the least efficient

po | ICy. overloaded —
100% load —
[50,100)% load —
A. Relative performance of deterministic unit commitmerat a 0,50)% load
> 50 €/MWh@
MC Free 0-50 €/MWh

The MC design and deterministic unit commitment schedu}:e . .

.. . L . 1g. 7. Day-ahead schedule determinedM¢ Free for a spring weekday
similar amounts of slow capacity within each area, in all day the 17:00-18:00 interval. Flows implied by the productzmhedule are
types. The amount of committed capacity is mostly driven byfeasible for the real network since they overload linestlie west of
the net demand of each area. Nevertheless, the units cc&dmi&ermany- This infeasible schedule is altered in real time bgfispatching

. . all generators at D-100 down to their technical minimum andistaup fast
!oy MC Free are less useful in _real time, as can be Se€Rits in the surrounding area in order to relieve congestion
in Fig. 6. Units that are committed bMC Free and not

by deterministic unit commitment remain at their technical

minimum for more than 85% of the time, and are used e in order to prevent overloading transmission linesisTh
full capacity for less than 5% of the time. Units committeqasyits in the activation of more expensive units in reaktim
by deterministic unit commitment and not WC Freg in  [gjative to deterministic unit commitment.

contrast, are used significantly more.

The commitment decisions &C Free are mainly driven
by the merit order of different units within each area, wijje
noring intra-zonal flows and misrepresenting the physakl
governing cross-border exchanges. This leads to scheithates
are not necessarily feasible when considering the full agtw
as shown in Fig. 7. Slow units that are committed\b¢ Free
and result in congestion need to be re-dispatched down In r

Fig. 8 demonstrates that congestion management after day-
ahead market clearing results in a more frequent use of high-
cost fast units in the case dC Free Deterministic unit
commitment, on the other hand, does not require a subdtantia
modification of the day-ahead schedule in real time since the
physical constraints of the transmission network are autauol
for when committing slow generators (the same is true for
&fchastic unit commitment), as it is the case in nodal US

Differences between the stochastic and deterministic UCe hasen markets [11]. This highlights the need to account for unit
analyzed in the literature [34]. commitment when analyzing zonal market designs, a feature
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0 50 100 150 200 250 Fig. 10. Linear regression of the adjustment of the real-timeposition of

DE/AT/LX under MC Freerelative toMC Net Positionfor autumn weekdays
(best fit) and winter weekdays (worst fit). The explanatorsialdes are the
forecast error of DE/AT/LX and the day-ahead net positiohthe zones. A
45 degree line is drawn in red along with the data for compariso

Production [GW]

Fig. 8. Difference in the frequency of use of supply curveémeents between
deterministic unit commitment and ttdC Freepolicy for autumn weekdays. DE/AT/LX FR/NL/BE/CH

The frequency of use of each supply increment, for a givencpolind — =
day type, corresponds to the proportion of the increment ihatsed on g < | §
average over all quarterly periods and all samples of resd-thperation. In & o — o &
the plot, green stripes represent the frequency of use gflgupcrements 3 o h — 9 =
corresponding to SLOW generators, while red stripes correspond to fastZ S — w I | 8
generators. The marginal cost function of the system (whiciméeasured y — =
in the right vertical axis) is presented for reference inckla & o T — 3 _%

B é @ 7] 4——’/4 - o &
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2 Fig. 11. Difference in use of zonal supply function increnselp¢tweerMC

2 | FreeandMC Net Position for samples and periods with an adjustment of the

3 net position of DE/AT/LX below the 87.5% quantile (12.5%der reductions

2 =1 in net position of DE/AT/LX), for autumn weekdays.

[] —

z ¥ T T T T 1 T T T 1
T 5353535358 in Fig. 10. The figure presents the linear regression of the
5§ 28 =33=383=5 = adjustments in the DE/AT/LX zone, using the forecast error
= 2 42 n = ¢ in renewable production and the day-ahead net positions as

W N \% . .

%e\g\ 6@,\@ ?/\\;\\ PR independent variables. Across all day types, the forecast e

(with positive correlation) and the day-ahead net positidn
DE/AT/LX (with negative correlation) are the factors with
Fig. 9. Adjustment of zonal net position in real time with resipto the .the_ greatest coefficients and hlgheSt S|gn|f|pance |§Vé_‘|ﬁ§ T
day-ahead net position. A positive adjustment correspandsreal-time net indicates that when DE/AT/LX is short on its prediction of
position that is larger than the day-ahead net position, Acel versa. Net renewable supply (negative forecast error) and has availab
position adjustments of DE/AT/LX range between -6 GW and 5 GW. import capacity (large day-ahead net position), M€ Free
policy will decrease the real-time net position of the zoge b
that has been largely overlooked in existing literature. importing more power from other areas. Instead, according t
the MC Net Positionpolicy the forecast error is corrected by
re-dispatching within the zone, which results in signifityan
_ N . higher cost, as can be observed in Fig. 11. This highlights a
The comparison oMC Net PositionandMC Freeprovides major weakness of partial real-time coordination in system
an indication about the value of intra-day adjustments aigh substantial levels of renewable supply, which can Itesu
the coordination of TSOs in balancing operations [6]. Fig. i major efficiency losses. Note that this type of efficiency
demonstrates tha¥lC Free continuously alters the day-aheadoss affects both the continental European system as well as

net position due to the coordination among zones, wherefg wide interconnections in US systems [16].
MC Net Positiononly deviates from the day-ahead zonal net

positions in extreme situations (these correspond toeystin
the box plots).

The behavior of theMC Net Positionmodel is largely In this paper we propose a hierarchy of mathematical pro-
driven by the renewable supply forecast error of DE/AT/LXrams that model the sequential clearing of products inlzona
(more specifically Germany), since adjustment in other gonelectricity markets, in particular, the market couplingside
is driven by adjustments in DE/AT/LX. This is demonstratedurrently present in continental Europe. Our model account

B. Relative performance of MC Free and MC Net Position

VI. CONCLUSIONS
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for the simplified representation of transmission in the-day[4]
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“UMBRELLA Project Final Report,” January 2016. [OnlihéAvailable:

ahead time frame, the separation of energy and reserves, the http://www.e-umbrella.eu/documents

separation of day-ahead unit commitment decisions fror re
time dispatch and balancing, and the uncertainty stemming]
from renewable forecast errors. The market coupling deisign
compared to two centralized nodal designs: deterministet a
stochastic unit commitment.

Our study finds that market design can exert an influ-
ence on physical operations, which far exceeds the benefl3
of stochastic unit commitment relative to deterministidtun
commitment. A decentralized zonal market can undermine
system performance in two waysd) py leading to subopti-
mal commitment of slow generators and creating significang)
unscheduled flows in day-ahead markets, andoyy applying
suboptimal balancing strategies due to partial coordinati (9]
among multiple system operators in real time. The first tyjpe o
problem affects only the European market, where institaio [10]
barriers have blocked the implementation of LMPs and t fl]
splitting of wide zones into smaller ones. In contrast, the
second type of problem currently affects both the contiaen{12]
European system and the wide interconnections in US systems
Moreover, the lack of real-time coordination can harm oper.[alS]
tional security in extreme situations. This has motivatesteam [14]
operators of both systems to study alternatives for better
coordination in balancing, for instance, imbalance ngtand
the harmonization of balancing products in Europe.

Future extensions of the present work inclujea(receding
horizon model of real-time operations that represents the
influence of ramp rate constraints more accurately, the
study of the impact of ramp rate constraints in a finer tinlé7]
scale (e.g. 5 minutes),ii) the representation of resources
(e.g. CCGT, hydro and nuclear) in greater detail, amjithe [1g]
representation of active transmission network management

(16]

[19]
ACKNOWLEDGMENT 20]
The authors would like to thank Pr. (E.) Yves Smeers

(UC Louvain), Pr. Matheiu Van Vyve (UC Louvain) and
Dr. Andreas Ehrenmann (ENGIE) for their comments ang;
thoughtful discussions during the development of this work
The authors would also like to thank the Fair Isaac Cor-
poration FICO for providing licenses for Xpress, and th
Lawrence Livermore National Laboratory for granting asces
and computing time at the Sierra cluster. [23]
This research was funded by the ENGIE Chair on Energy
Economics and Energy Risk Management and by the Uni-
verisé catholique de Louvain through an FSR grant. [24]

REFERENCES
[25]

[1] European Network of Transmission System Operators factatity
(ENTSO-E), URL: http://www.entsoe.eu/, accessed: 20109

[2] European Commission, “Directive 2009/28/EC of the Eump®arlia- [26]

ment and of the Council of 23 April 2009, on the promotion of the

use of energy from renewable sources and amending and sesigqu

repealing Directives 2001/77/EC and 2003/30/EC,” 2009.

[3] —, “COMMUNICATION FROM THE COMMISSION TO THE EU-
ROPEAN PARLIAMENT, THE COUNCIL, THE EUROPEAN ECO-
NOMIC AND SOCIAL COMMITTEE AND THE COMMITTEE OF
THE REGIONS, A Roadmap for moving to a competitive low carborj28]
economy in 2050,” 2011.

(27]

] CEPS, PSE, MAVIR, and SPS, “Unplanned flows in the CEEaegin

relation to the common market area Germany - Austria,” Januat.20
50Hertz Transmission GmbH, Amprion GmbH, Elia System Opmerat
NV, TenneT TSO B.V., TenneT TSO GmbH, and TransnetBW GmbH,
“Potential cross-border balancing cooperation between Belgian,
Dutch and German electricity Transmission System Operatcipber
2014, report prepared by the Institute of Power Systems angeiPo
Economics and E-Bridge Consulting GmbH.

APX Group, Belpex, Cegedel Net, EEX, ELIA Group, EnBw,
E-On Netz, Powernext, RTE, RWE, and TenneT, “A report for
the regulators of the Central West European (CWE) region on
the final design of the market coupling solution in the re-
gion, by the CWE MC Project,” January 2010, (Avalaible at:
http://www.epexspot.com/en/market-coupling/documenitatiwe).

A. Ehrenmann and Y. Smeers, “Inefficiencies in Europeangestion
management proposaldtilities Policy, vol. 13, no. 2, pp. 135 — 152,
2005.

PJM, “PIJM Manual 11: Energy & Ancillary Services Marketpé€ra-
tions,” December 2015.

Midcontinent ISO, “Energy and Operating Reserve M&kBusiness
Practice Manual,” March 2016.

California 1SO, “Business Practice Manual for Markepédations,”
November 2015.

New York ISO, “Transmission and Dispatching Operatidvianual,”
February 2016.

——, “Market Administration and Control Area Servicesife’ Febru-

ary 2016.

North American Electric Reliability Corporation (NERC'Interchange
Reference Guidelines,” March 2012.

15] Southwest Power Pool, “Interchange Scheduling RefereManual,”

October 2015.

Y. Makarov, R. Diao, P. Etingov, S. Malhara, N. Zhou, Ruttomson,
J. Ma, P. Du, N. Samaan, and C. Sastry, “Analysis methodology fo
balancing authority cooperation in high penetration ofiaksle genera-
tion,” Pacific Northwest National Laboratory, Tech. Rep.NRN19229,
February 2010.

ENTSO-E, “Network Code on Electricity Balancing,” Aust 2014,
(Available at: http://networkcodes.entsoe.eu/marketestelectricity-
balancing/).

North American Electric Reliability Corporation (NERC“Standard
BAL-001-1 — Real Power Balancing Control Performance,” ezcément
date: April 1, 2014.

M. Bjgrndal and K. Jrnsten, “Zonal pricing in a deregath electricity
market,” The Energy Journalvol. 22, no. 1, pp. 51-73, 2001.

A. H. van der Weijde and B. F. Hobbs, “Locational-basesliming
of electricity markets: benefits from coordinating unit comment and
balancing markets,Journal of Regulatory Economicsol. 39, no. 3,
pp. 223-251, 2011.

G. Oggioni and Y. Smeers, “Degrees of coordination in readoupling
and counter-trading,The Energy Journalvol. 33, no. 3, pp. 39 — 90,
2012.

] G. Oggioni, F. Murphy, and Y. Smeers, “Evaluating the imtgaof

priority dispatch in the European electricity markdffiergy Economics
vol. 42, pp. 183 — 200, 2014.

F. Leuthold, H. Weigt, and C. von Hirschhausen, “Whenlied blows
over europe — a simulation analysis and the impact of grid eiden,”
Dresden University of Technology, Chair of Energy Econsmiglec-
tricity Market Working Paperno. WP-EM-31, 2009.

T. Mirbach, S. Ohrem, S. Schild, and A. Moser, “Impact ofignfficant
share of renewable energies on the european power gemesgttem,”
in Energy Market (EEM), 2010 7th International Conference be t
European June 2010, pp. 1-6.

S. Spiecker and C. Weber, “The future of the europeactriétity system
and the impact of fluctuating renewable energy a scenarioysiagl
Energy Policy vol. 65, pp. 185 — 197, 2014.

KEMA Consulting GmbH, “Impact of a significant share of esvable
energies on the european power generation system,” Eurdp@amis-
sion, Tech. Rep. 9011-700, June 2014.

J. Deane, . Driscoll, and B. . Gallachir, “Quantifyinget impacts of
national renewable electricity ambitions using a northwestopean
electricity market model ’Renewable Energyol. 80, pp. 604 — 609,
2015.

F. Leuthold, H. Weigt, and C. von Hirschhausen, “Effitigricing for
european electricity networks the theory of nodal pricimgpleed to



IEEE TRANSACTIONS ON POWER SYSTEMS, VOL. X, NO. X, MMM YYYY

[29]

(30]

(31]

(32

(33]

(34]

[35]

(36]

[37]

(38]

[39]

[40]

[41]

[42]

[43]

[44]

[45]

[46]

[47]

(48]

[49]

[50]

feeding-in wind in germany,Utilities Policy, vol. 16, no. 4, pp. 284 — [51]
291, 2008, european Regulatory Perspectives.

R. Barth, J. Apfelbeck, P. Vogel, P. Meibom, and C. Webeoad-flow
based market coupling with large-scale wind power in EufdpePro-
ceedings of the 8th International Workshop on Large Scaieghation

of Wind Power into Power Systems as well as on Transmissiomdxes
for Offshore Wind FarmsBremen, October 2009, pp. 296-303.

K. Neuhoff, J. Barquin, J. W. Bialek, R. Boyd, C. J. Deht,Echavar-
ren, T. Grau, C. von Hirschhausen, B. F. Hobbs, F. Kunz, C.elNab
G. Papaefthymiou, C. Weber, and H. Weigt, “Renewable eteetmergy
integration: Quantifying the value of design of markets faernational
transmission capacityEnergy Economigsrol. 40, no. O, pp. 760 — 772, [54]
2013.

J. Abrell and F. Kunz, “Integrating intermittent rendvle wind
generation - a stochastic multi-market electricity model fer ¢uropean [55]
electricity market,"Networks and Spatial Economjosol. 15, no. 1, pp.
117-147, 2015. [Online]. Available: http://dx.doi.or§/1007/s11067-
014-9272-4

A. Tuohy, P. Meibom, E. Denny, and M. O’Malley, “Unit comnmient
for systems with significant wind penetratiorPower Systems, |IEEE
Transactions onvol. 24, no. 2, pp. 592-601, May 2009.

J. Morales, A. Conejo, and J. Perez-Ruiz, “Economic atiun of
reserves in power systems with high penetration of wind pgviRawer
Systems, |IEEE Transactions,aml. 24, no. 2, pp. 900-910, May 2009.

(52]

(53]

(56]

[57]

A. Papavasiliou and S. S. Oren, “Multiarea stochastiit commitment [58]
for high wind penetration in a transmission constrained odty
Operations Researghvol. 61, no. 3, pp. 578-592, 2013. [59]

R. Jiang, J. Wang, and Y. Guan, “Robust unit commitment withd
power and pumped storage hydr@dwer Systems, IEEE Transactions[60]
on, vol. 27, no. 2, pp. 800-810, May 2012.

J. Deane, G. Drayton, and B. . Gallachir, “The impact of-sourly [61]
modelling in power systems with significant levels of renewadpgtner-
ation,” Applied Energyvol. 113, pp. 152 — 158, 2014. [62]

H. Gangammanavar, S. Sen, and V. Zavala, “Stochastienggation of
sub-hourly economic dispatch with wind energydwer Systems, |IEEE
Transactions onvol. PP, no. 99, pp. 1-11, 2015.

E. Bakirtzis, P. Biskas, D. Labridis, and A. Bakirtzi$Vlultiple time
resolution unit commitment for short-term operations schiedgulinder
high renewable penetrationPower Systems, IEEE Transactions, on
vol. 29, no. 1, pp. 149-159, Jan 2014.

EPEX Spot, “EPEX Spot Market Rules and Regulations,” LUR
http://www.epexspot.com/en/extras/download-centeudeentation,
September 2015, accessed: 2015-11-24.

EUPHEMIA, “Public Description. PCR
Coupling algorithm,” oct 2013, (Avalaible
http://static.epexspot.com/document/27917/Euphemia).
ENTSO-E, “Network Code on Load-Frequency Control ares&ves,”
June 2013, (Available at: http://networkcodes.entsdepmrational-
codes/load-frequency-control-reserves/).

Swissgrid Ltd., “Basic principles of acillary serviggoducts,” February
2015.

Y. Gebrekiros, G. Doorman, S. Jaehnert, and H. Farahnm&ekerve
procurement and transmission capacity reservation in thiéeror euro-
pean power marketfhternational Journal of Electrical Power & Energy
Systemsvol. 67, pp. 546 — 559, 2015.

(63]

Market [65]
online:

(66]

15

F. Leuthold, H. Weigt, and C. von Hirschhausen, “A lasgmle spatial
optimization model of the european electricity markéigtworks and
Spatial Economigsvol. 12, no. 1, pp. 75-107, 2012.

N. Hutcheon and J. Bialek, “Updated and validated pofi@wr model
of the main continental European transmission network2043 |IEEE
PowerTech GrenobjeJune 2013, pp. 1-5.

J. Egerer, C. Gerbaulet, R. Ihlenburg, F. Kunz, B. Ramh C. von
Hirschhausen, A. Weber, and J. WeibezaBlectricity sector data for
policy-relevant modeling: data documentation and applmass to the
German and European electricity marketer. Data documentation /
DIW. Berlin : DIW, 2014, no. 72.

ENTSO-E, “Yearly statistics & adequacy retrospect 202014, (Avail-
able online: http://www.entsoe.eu/publications/statdyearly-statistics-
and-adequacy-retrospect/).

TenneT, “Quality & capacity plan 2010-2016,” 2009,
(Available online:  http://www.tennet.eu/nl/about-tettmews-press-
publications/publications/technical-publicationsht

C. Davis, A. Chmieliauskas, G. Dijkema, and I|. Nikolic, rfiedia,”
Energy & Industry group, Faculty of Technology, Policy andam
agement, TU Delft, Delft, The Netherlands, 2014, (Availabldine:
http://enipedia.tudelft.nl).

Reseau de transport dectricie (RTE), “Customer's portal
& eCO2mix,” URLs: http://clients.rte-france.com/index.jsp,
http://www.rte-france.com/fr/leco2mix/eco2mix/, accessil 4-11-28.
ELIA Group, “Elia Grid Data,” URL: http://www.elia.bér/grid-data/,
accessed: 2014-11-09.

European Energy Exchange (EEX), “EEX transparencifqia,” URL:
http://www.transparency.eex.com/, accessed: 2014-11-09
Austrian Power Grid AG (APG), “Market information,”
http://www.apg.at/en/market/.

TenneT, “Energieinfo,” URL: http://energieinfo.teet.org/, accessed:
2014-12-10.

H. Heitsch and W. Bmisch, “A note on scenario reduction for two-stage
stochastic programsOperations Research Lettergol. 35, no. 6, pp.
731-738, Nov. 2007.

Y. Colombani and S. Heipcke, “Multiple models and paifalle
solving with Mosel,” Dash Optimization, Blisworth House, i8I
worth, Northants NN7 3BX, UK, February 2014, avalaible at:
http://community.fico.com/docs/DOC-1141. Accessed: 20120

URL

] I. Aravena and A. Papavasiliou, “A distributed asyratwus algorithm

for the two-stage stochastic unit commitment problem,2615 IEEE
PES General Meeting — Conference Expositidanly 2015, pp. 1-5,
(accepted).

Federal Statistical Office, Germany, “DESTATIS, groskectcity
production,” URL: https://www.destatis.de/EN/Factakigs/Economic
Sectors/Energy/Production/Tables/GrossElectricitgBction.html, ac-
cessed: 2015-11-12.

European Commission, “Eurostat, supply of electicity -nthty data,”
URL: http://ec.europa.eu/eurostat/, product code; Hd$m, accessed:
2015-11-12.

1 J. Han and A. Papavasiliou, “The impacts of transmissiopology

control on the european electricity networdEEEE Transactions on
Power Systemsvol. PP, no. 99, pp. 1-12, 2015.

ELIA Group, “The CIPU contract: a set framework for tagfipart in APPENDIXA

the high-voltage grid management,” 2008. NOMENCLATURE

Reseau de transportélectricie (RTE), “Regles Services Syame,” July

2014. Sets

B. Ernst, C. Scholz, U. Schreier, H. Erbring, F. Berstr Schlunke, ; _

J. Pease, and Y. Makarov, “Large-scale Wi?]d and solar iatiegr in Too hourly perIOdS_’T60 - {1’ U 24}

germany,” Pacific Northwest National Laboratory, Tech. REpINL- Tis 15 minute periods7ys = {1,...,96}

19225, February 2010. A zones

Union for the Coordination of Transmission of Electiyci N buses

(UCTE), “UCTE Operation Handbook,” 2004, (Available ordin .
https://lwww.entsoe.eu/publications/system-operatiepsrts/operation- L lines

handbook/Pages/default.aspx). K interconnectors

TenneT, “D(Ietermining securely available cross-bortlansmission ca- (7 thermal generators

pacity,” April 2014. . . L

M. Madani and M. Van Vyve, “Computationally efficient Mil@ermula- Ty5(7) 15 minute periods within hour

tion and algorithms for european day-ahead electricity maretions,” N(a) nodes in zone:

Eggopzeoalnshuma' of Operational Reseajafol. 242, no. 2, pp. 580 —  [,(n, m) lines between buses andm, directed fromn
F. Glover, “Improved linear integer programming formutaus of nonlin- tom . .

ear integer problemsManagement Scienceol. 22, no. 4, pp. 455-460, L (a,b) cross-border lines connecting zonesand b,

1975.

directed froma to b



IEEE TRANSACTIONS ON POWER SYSTEMS, VOL. X, NO. X, MMM YYYY

16

K(a,b) interconnectors between zonesndb, directed Cn,s,t renewable supply at bus Monte Carlo sample
froma to b s, periodt
é( ) fr?er?rir; o;r,:letgtcnzpaetr-rzsglzgglseet of nodes) Variables
]C“TC ger ) dg,4,,4g,c Quantity produced, generator
N} set of feasible exchanges with respect to NTCs g fl h h i
NOPE set of feasible exchanges with respect to DC Ju Ji> Jue flow through linel
T OPE 6..,6;,60, . voltage angle, bus
G olow generators Z; acceptance/rejection continuous hid
SLow 9 i acceptance/rejection block bjd
Grasr fast generators J :
7 continuous bids g7 exchange through interconnector hour r
7 block bids Da,r energy price in zone, hour
~ ) Siy S surplus of bid: (exclusive groupy)
G exclusive groups 9 . C
I(a) continuous bids in zone Aoy congestion price, interconectér hour
a ’ .
o Ug.ryV commitment and startup, generatgrhour ~
J(a) block bids in zonez &9 ; L
Tn(g) block bids within exclusive group - acceptance of production bij, generatorg,
: - - hour
Do set of feasible generator production decisions for p-p T . -
hourly resolution Tot FCR provision, generatay, periodt (similarly
: . defined for aFRR and mFRR
DJ>f  set of feasible generator production and reserve . . )
decisions for 15-minute resolution it production _sheddmg at b@ periodt
15 . . . en.t load shedding at bus, period¢
D, set of feasible production decisions for 15- ’ .
minute resolution ar day-ahead net position update, zanehour
Parameters
7(t) corresponding hour of quarter
FF flow bounds, linel
B, susceptance, liné
n(l),m(l) departlng and arrival b‘ﬂses’ lide Ignacio Aravena (M’'13) obtained his B.Sc. and
Pn,t demand at bus on periodt M.Sc. degrees in Electrical Engineering from Uni-
Ent forecast renewable supply at busperiodt \éehrfidadhﬁcniﬁa Flederico iantal Mar(UTESM),
BCE . ile, where he also served as lecturer. He is cur-
M, _Base Case Exchange through interconnegtor rently a Ph.D. student on Applied Mathematics at
in hour r Universié Catholique de Louvain (UCL), Belgium.
RECE  FECR requirement in zone (similarly defined
for aFRR and mFRR)
TTCE,  total transfer capacity, interconnector hour 1
N TC,fT net transfer capacity, interconnector hour =
ATCE_ available transfer capacity, interconnectbr
hour 7
a(k),b(k) departing and arrival zones, interconnector
4 quantity offered, bidi, hour
P unitary price, bid:
M; big-M parameter, block big
al() area of bid: Anthony Papavasiliou (M'06) received the B.S.
C,y(q) hourly production cost function, generatgr Shegﬁet_in ell?rcmﬁa! a?g C_Omp}tl;eff%ﬂi”eefgg from
g . I e National Technical University o ens, Greece,
J d!screte output quantltles' generator and the Ph.D. degree from the Department of Indus-
C’jg discrete production costs, generator trial Engineering and Operations Research (IEOR)
i i i at the University of California at Berkeley, Berkeley,
Mg number of discrete production bins, generator CA. USA. He holds the ENGIE Ghair at the Uni.
K, no load cost, generater versigé catholique de Louvain, Louvain-la-Neuve,
Sg startup cost, generatgr Belgium, and is also a faculty member of the Center
; ; for Operations Research and Econometrics. He has
hg(w,v)  total cost of production profiléw, v), generator served as a consultant for N-SIDE, Pacific Gas and
, g Electric, Quantil and Sun Run and has interned at the Fedenergy
AQMC  day-ahead net position of zomg hour 7 Regulatory Commission, the Palo Alto Research Center and tiergi,
wuMC day-ahead preliminary commitment, generatorEcc_momics and Environment Modelling Laboratory at the Natidrechnical
9,7 hour University of Athens.
9, T
uff vl day-ahead definitive commitment and startup,
generatorg, hour 7
\%4 value of lost load
CL day-ahead net position update penalty



